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Abstract—This paper investigates the complexity of adding nonmasking fault tolerance, where a nonmasking fault-tolerant program

guarantees recovery from states reached due to the occurrence of faults to states from where its specifications are satisfied. We first

demonstrate that adding nonmasking fault tolerance to low atomicity programs—where processes have read/write restrictions with

respect to the variables of other processes—is NP-complete (in the size of the state space) on an unfair or weakly fair scheduler. Then,

we establish a surprising result that even under strong fairness, addition of nonmasking fault tolerance remains NP-hard! The NP-

hardness of adding nonmasking fault tolerance is based on a polynomial-time reduction from the 3-SAT problem to the problem of

designing self-stabilizing programs from their non-stabilizing versions, which is a special case of adding nonmasking fault tolerance.

While it is known that designing self-stabilization under the assumption of strong fairness is polynomial, we demonstrate that adding

self-stabilization to non-stabilizing programs is NP-hard under weak fairness.

Index Terms—Fault tolerance, distributed programs, NP-hardness

Ç

1 INTRODUCTION

TODAY’S distributed programs are subject to a variety of
types of faults (e.g., node crash, process restart, tran-

sient faults, message loss) due to their inherent complexity,
human errors and environmental factors (e.g., soft errors).
Such programs should guarantee service availability even
in the presence of faults. Nonetheless, designing and verify-
ing recovery of distributed programs is a difficult task in
part due to the limitations of distribution and the need for
global recovery by a coordination of local actions. This
paper investigates the complexity of augmenting an existing
distributed program with nonmasking fault tolerance (i.e.,
adding nonmasking fault tolerance), where a nonmasking
program ensures recovery from a subset of states reached
due to the occurrence of faults to states from where its speci-
fications are satisfied. A special case of nonmasking toler-
ance is self-stabilization where recovery should be provided
from any state.

Several researchers have investigated the problem of
adding nonmasking fault tolerance to programs [1], [2],
[3], [4], [5], [6]. For instance, Liu and Joseph [4] present a
method for the transformation of a fault-intolerant pro-
gram to a fault-tolerant version thereof by going through a
set of refinement steps—where a fault-intolerant program
provides no guarantees when faults occur. They model
faults by state perturbation, where program actions are
executed in an interleaving with fault actions. Arora and
Gouda [2], [3] provide a unified theory for the formulation
of fault tolerance functionalities in terms of closure and
convergence, where closure means that, in the absence of

faults, a fault-tolerant program remains in a set of legiti-
mate states, called its invariant, and convergence specifies
that the state of the program is recovered to its invariant
from a superset of the invariant reached due to the occur-
rence of faults, called a fault-span. Arora and Gouda [2], [3]
use the notions of closure and convergence to define three
levels of fault tolerance based on the extent to which safety
and liveness specifications [7] are satisfied in the presence
of faults. A failsafe fault-tolerant program ensures its safety
at all times even if faults occur, whereas, in the presence of
faults, a nonmasking program provides recovery to its
invariant; no guarantees on meeting safety during recov-
ery. A masking fault-tolerant program is both failsafe and
nonmasking. Arora et al. [5] design nonmasking fault tol-
erance by creating a dependency graph of the local con-
straints of program processes, and by illustrating how
these constraints should be satisfied so global recovery is
achieved. In a shared memory model, Kulkarni and Arora
[6] demonstrate that adding failsafe/nonmasking/mask-
ing fault tolerance to high atomicity programs can be done
in polynomial time in the size of the state space (under no
fairness), where the processes of a high atomicity program
can read/write all program variables in an atomic step.
Nonetheless, they show that, for distributed programs,
adding masking fault tolerance is NP-complete (in the size
of the state space) on an unfair scheduler. The authors of
[6] model distribution in a low atomicity shared memory
model, where each process has read and write restrictions
with respect to the local variables of other processes. Kul-
karni and Ebnenasir [8], [9] show that adding failsafe fault
tolerance to distributed programs is also an NP-complete
problem. However, the complexity of adding nonmasking
fault tolerance has remained an open problem for more
than a decade. While this problem is known to be in NP,
no polynomial-time algorithms are known for efficient
design of nonmasking fault tolerance for low atomicity
programs; nor has there been a proof of NP-completeness.
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In this paper, we prove that adding nonmasking fault tol-
erance to low atomicity programs is NP-complete under no
fairness, weak, and strong fairness assumptions (see Fig. 1).
A weakly fair scheduler infinitely often executes any pro-
gram action that is continuously enabled (i.e., ready for exe-
cution), whereas a strongly fair scheduler infinitely often
executes any transition that is enabled infinitely often. Our
hardness proof is based on a reduction from the 3-SAT
problem [10] to the problem of adding self-stabilization to
non-stabilizing programs under no fairness. Since self-stabi-
lization is a special case of nonmasking fault tolerance, it fol-
lows that, in general, it is unlikely that adding nonmasking
fault tolerance to low atomicity programs can be done effi-
ciently (unless P ¼ NP ). We also show that even under
weak fairness the addition of stabilization to low atomicity
programs remains an NP-complete problem (see Fig. 1),
which implies the NP-completeness of adding nonmasking
fault tolerance under weak fairness in general. Moreover,
we present a surprising result that, while adding stabiliza-
tion under the assumption of strong fairness is known to be
polynomial (in the state space) [11], [12], [13], the general
case complexity of adding nonmasking fault tolerance
under strong fairness remains NP-complete!

Contributions.We present

� a proof of NP-completeness of adding self-stabiliza-
tion to distributed programs under no fairness and
weak fairness assumptions;

� a proof of NP-completeness of adding nonmasking
fault tolerance to distributed programs under any
fairness assumption, thereby solving a decade-old
problem, and

� a proof of NP-completeness of adding self-stabiliza-
tion even in special cases where (i) a process can
atomically read the global state of the distributed
program and can update its own local state, and (ii)
processes have self-disabling actions—where the exe-
cution of an action disables itself.

Organization. Section 2 presents the basic concepts of pro-

grams, faults and fault tolerance. Section 3 formally states the

problem of adding nonmasking fault tolerance. Section 4 illus-

trates that adding nonmasking fault tolerance to low atomicity

programs is in general NP-complete (on an unfair, weakly or

strongly fair scheduler). Section 5 discusses related work.

Finally, Section 6 makes concluding remarks and discusses

future work.

2 PRELIMINARIES

In this section, we present the formal definitions of pro-
grams, specifications, our distribution model (adapted from
[6]), faults and fault tolerance (adapted from [1], [3], [11],
[14]). For ease of presentation, we use a simplified version of
Dijkstra’s token ring (TR) protocol [1] as a running example.

Programs. A program in our setting is a representation of
any system that can be captured by a (non-deterministic)
finite-state machine (e.g., network protocols). Formally, a
program p is a tuple hVp; dp;Pp; Tpi of a finite set Vp of varia-
bles, a set dp of transitions, a finite set Pp of N processes,
where N � 1, and a topology Tp. Each variable vi 2 Vp, for
i 2 Nm where Nm ¼ f0; 1; . . . ;m� 1g and m > 0, has a
finite non-empty domain Di. A state s of p is a valuation
hd0; d1; . . . ; dm�1i of variables hv0; v1; . . . ; vm�1i, where
di 2 Di. A transition t is an ordered pair of states, denoted
ðs0; s1Þ, where s0 is the source and s1 is the target/destina-
tion state of t. A process Pj 2 Pp is a triple hdj; rj; wji, where
0 � j � N � 1 and dj � Sp � Sp denotes the set of transitions
of Pj. The set of transitions of the program p, denoted dp, is
the union of the sets of transitions of its processes; i.e.,
dp ¼

S N�1
j¼0 dj. A deadlock state is a state with no outgoing

transitions. For a variable v and a state s, vðsÞ denotes the
value of v in s. The state space of p, denoted Sp, is the set of
all possible states of p, and jSpj denotes the size of Sp. A state
predicate is any subset of Sp specified as a Boolean expres-
sion over Vp. We say a state predicate X holds in a state s
(respectively, s 2 X) if and only if (iff) X evaluates to true at
s. For simplicity, we misuse the notations p and dp
interchangeably.

To simplify the specification of dp for designers, we use
Dijkstra’s guarded commands language [15] as a shorthand
for representing the set of program transitions. A guarded
command (a.k.a. action) is of the form grd ! stmt, and
includes a set of transitions ðs0; s1Þ such that the predicate
grd holds in s0 and the atomic execution of the statement
stmt results in state s1. An action grd ! stmt is enabled in a
state s iff grd holds at s. A process Pj 2 Pp is enabled in s iff
there exists an action of Pj that is enabled at s.

Computations. Intuitively, a computation of a program
p ¼ hVp; dp;Pp; Tpi is an interleaving of its actions. Formally, a
computation of p is a sequence s ¼ � s0; s1; . . . 	 of states
that satisfies the following conditions: (1) for each transition
ðsi; siþ1Þ in s, where i � 0, there exists an action grd ! stmt
in some process Pj 2 Pp such that grd holds at si and the
execution of stmt at si yields siþ1, and (2) s is maximal in
that either s is infinite or if it is finite, then s reaches a state
sf where no action is enabled. A computation prefix of a pro-
gram p is a finite sequence s ¼� s0; s1; . . . ; sz 	 of states,
where z > 0, such that each transition ðsi; siþ1Þ in s (i 2 Nz)
belongs to some action grd ! stmt in some process Pj 2 Pp.
The projection of a program p on a non-empty state predicate
X, denoted as dpjX, is the program hVp; fðs0; s1Þ : ðs0; s1Þ2
dp ^ s0; s12Xg;Pp; Tpi.

Properties and specifications. For a program p, a safety
property sprop stipulates that nothing bad ever happens (e.
g., no two processes access a shared resource simulta-
neously). Formally, we follow [7], [16] to specify a safety
property sprop as a set of bad transitions that must not
be executed by p; i.e., sprop 2 Sp � Sp. A computation
s ¼ � s0; s1; . . . 	 of p satisfies its safety property sprop
from s0 iff no transition ðsi; siþ1Þ, where i � 0, is in sprop; i.
e., s includes no bad transitions. A liveness property,
denoted lprop, specifies some good things that should even-
tually occur (e.g., a process will eventually access some
shared resource). Formally, liveness is captured as a set of
sequences of states. A computation s ¼� s0; s1; 
 
 
 	 of p

Fig. 1. The complexity of adding nonmasking fault tolerance and self-sta-
bilization under different fairness policies. (� denotes the contributions of
this paper).
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satisfies its liveness property lprop from s0 iff s has a suffix in
lprop. Following Alpern and Schneider [7], we define a spec-
ification spec as a set of safety and liveness properties. A
computation s of p satisfies its specification spec from s0 iff
s satisfies the safety and liveness of spec from s0. A program
satisfies its specification spec from a state predicate I iff
every computation of p starting in I satisfies spec.

Read/Write model. We adopt a shared memory model [17]
since reasoning in a shared memory setting is easier, and
several (correctness-preserving) transformations [18], [19]
exist for the refinement of shared memory programs to their
message-passing versions. To model the topological con-
straints (denoted Tp) of a program p, we consider a subset of
variables in Vp that each process Pj (j 2 NN ) can write,
denoted wj, and a subset of variables that Pj is allowed to
read, denoted rj. We assume that for each process Pj,
wj � rj; i.e., if a process can write a variable, then it can also
read that variable. A process Pj is not allowed to update a
variable v =2 wj.

Impact of read restrictions. Every transition of a process Pj

belongs to a group of transitions due to the inability of Pj in
reading variables that are not in rj. Consider two processes
P0 and P1 each having a Boolean variable that is not read-
able for the other process. That is, P0 (respectively, P1) can
read and write x0 (respectively, x1), but cannot read x1
(respectively, x0). Let hx0; x1i denote a state of this program.
Now, if P0 writes x0 in a transition ðh0; 0i; h1; 0iÞ, then P0 has
to consider the possibility of x1 being 1 when it updates x0
from 0 to 1. As such, executing an action in which the value
of x0 is changed from 0 to 1 is captured by the fact that a
group of two transitions ðh0; 0i; h1; 0iÞ and ðh0; 1i; h1; 1iÞ is
included in P0. In general, a transition is included in the set
of transitions of a process iff its associated group of transi-
tions is included. Formally, any two transitions ðs0; s1Þ and
ðs00; s01Þ in a group of transitions formed due to the read
restrictions of a process Pj meet the following constraints:
8v : v 2 rj : ðvðs0Þ ¼ vðs00ÞÞ ^ ðvðs1Þ ¼ vðs01ÞÞ and 8v : v =2 rj :
ðvðs0Þ ¼ vðs1ÞÞ ^ ðvðs00Þ ¼ vðs01ÞÞ. (It is known that the total
number of groups is polynomial in jSpj [6]).

Example: Token Ring. The token ring program (adapted
from [1]) includes three processes fP0; P1; P2g each with an
integer variable xj, where j 2 N3, with a domain f0; 1; 2g.
The process P0 has the following action (� and 
 respec-
tively denote addition and subtraction in modulo 3):

A0 : ðx0 ¼ x2Þ �! x0 :¼ x2 � 1

When the values of x0 and x2 are equal, P0 increments x0

by one. We use the following parametric action to represent
the actions of Pj, for 1 � j � 2:

Aj : ðxj 6¼ xðj
1ÞÞ �! xj :¼ xðj
1Þ

Each process Pj copies xj
1 only if xj 6¼ xj
1, where
j ¼ 1; 2. By definition, process Pj has a token iff xj 6¼ xj
1.
Process P0 has a token iff x0 ¼ x2. We define a state predicate
ITR that captures the set of states in which only one token
exists, where ITR is

ððx0 ¼ x1Þ ^ ðx1 ¼ x2ÞÞ _ ððx1 � 1 ¼ x0Þ ^ ðx1 ¼ x2ÞÞ
_ ððx0 ¼ x1Þ ^ ðx2 � 1 ¼ x1ÞÞ

Each process Pj (1 � j � 2) is allowed to read variables
xj
1 and xj, but can write only xj. Process P0 is permitted to
read x2 and x0 and can write only x0. Thus, since a process
Pj is unable to read one variable (with a domain of three val-
ues), each group includes three transitions. 3

Closure and invariant. A state predicate X is closed in an
action grd ! stmt iff executing stmt from any state s 2 ðX ^
grdÞ results in a state in X. We say a state predicate X is
closed in a program p iff X is closed in every action of p. In
other words, closure inX requires that every computation of
p starting in X remains in X [11]. A state predicate I is an
invariant of p iff I is closed in p and p satisfies its spec from I.

TR Example. Starting from a state in the state predicate
ITR, the TR protocol generates an infinite sequence of states,
where all reached states belong to ITR. 3

Faults. We capture the impact of faults on a program as
state perturbations. Formally, a class of faults f for a pro-
gram p ¼ hVp; dp;Pp; Tpi is a subset of Sp � Sp. We use p½�f
to denote the transitions obtained by taking the union of
the transitions in dp and the transitions in f . We say that a
state predicate T is an f-span (read as fault-span) of p
from a state predicate I iff I � T and T is closed in p½�f .
Observe that for all computations of p that start in I, T is
a boundary in the state space of p to which (but not
beyond which) the state of p may be perturbed by the
occurrence of f . The same way we use guarded com-
mands to represent program transitions, we use them to
specify fault transitions. While we concentrate on transient
faults that can perturb the state of a program without
causing any permanent damage, the notion of state per-
turbation is appropriate for modeling other types of
faults. Liu and Joseph [4] use state perturbation to model
failstop failures. Chen and Kulkarni [20] show that 20 out
of 31 categories of faults classified by Avizienis et al. [21]
can be modeled by state perturbation.

TR Example. The TR protocol is subject to transient faults
that can perturb its state to an arbitrary state. For instance,
the following action captures the impact of transient faults
on x0, where j denotes the non-deterministic assignment of
values to x0:

F0 : true �! x0 :¼ 0j1j2

The impact of faults on x1 and x2 are captured with two
actions F1 and F2 symmetric to F0. 3

We say that a sequence of states, s ¼ hs0; s1; . . . ; i is a com-
putation of p in the presence of f iff the following conditions are
satisfied: (1) 8j : j > 0 : ðsj�1; sjÞ2ðp½�fÞ; (2) if s is finite and
terminates in state sl, then there is no state s such that
ðsl; sÞ2dp, and (3) 9n : n � 0 : ð8j : j > n : ðsj�1; sjÞ2dpÞ. The
first requirement captures that in each step, either a program
transition or a fault transition is executed. The second
requirement states that if the only transition that starts from
sl is a fault transition ðsl; sfÞ then as far as the program is
concerned, sl is still a deadlock state because the program
does not have control over the execution of ðsl; sfÞ; i.e.,
ðsl; sfÞ may or may not be executed. Finally, the third
requirement captures that the number of fault occurrences
in a computation is finite. This requirement is the same as
that made in previous work (e.g., [1], [3], [22], [23]) to ensure
that eventually recovery can occur.
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Masking fault tolerance. Let I be an invariant of a program
p, spec denote the specification of p and f be a class of faults.
We say that p is masking f-tolerant from I for spec iff (1) p
satisfies spec from I in the absence of faults and there exists
an f-span of p from I, denoted T ; (2) T converges to I in p; i.
e., from any state s0 2 T , every computation of p that starts
in s0 reaches a state where I holds, and (3) from any state in
T the computations of p½�f include no bad transitions.

Nonmasking fault tolerance and self-stabilization. We say
that p is nonmasking f-tolerant from I for spec iff the condi-
tions (1) and (2) in the definition of masking tolerance are
met. The program p is self-stabilizing from I iff the f-span of
p is equal to Sp, and convergence to I is guaranteed from
any state in Sp.

Failsafe fault tolerance. A program p is failsafe f-tolerant
from I for spec iff the conditions (1) and (3) in the definition
of masking tolerance hold.

Fairness. Let s ¼� si; siþ1; . . . ; sj; si 	 be a sequence of
states in T�I, where j � i and each state is reached from
its predecessor by the transitions in dp. The sequence s

denotes a cycle in T�I. The definition of what constitutes a
non-progress cycle (a.k.a. livelock) depends on the underly-
ing fairness assumption. An unfair scheduler provides no
guarantees as to how it would execute enabled actions,
whereas a weakly fair scheduler infinitely often executes
actions that are continuously enabled. Under weak fair-
ness, the cycle s in ðT�IÞ is a non-progress cycle iff there is
no program action that is enabled in every state of s and
includes a transition that reaches a state s0 =2 s. Under no
fairness assumption, any cycle in ðT�IÞ is a non-progress
cycle. Under strong fairness (adapted from Gouda [11]), if
the cycle s in ðT�IÞ includes a state sk (i � k � j) with an
outgoing transition ðsk; s0Þ where s0 does not appear in s,
then a strongly fair scheduler would guarantee to eventu-
ally execute ðsk; s0Þ because it is infinitely often enabled in
the cycle s. Thus, the program would recover from this
cycle with the help of the strongly fair scheduler. A com-
mon definition of strong fairness states that any action that
is enabled infinitely often is executed infinitely often.
Under this definition of strong fairness, consider an action
A that includes a transition ðsk; skþ1Þ in s and another tran-
sition ðsr; s0Þ where s0 does not appear in s and i � k; r � j.
Notice that A is enabled infinitely often because both sk
and sr are visited infinitely often, however, the scheduler
could meet its specification by infinitely often executing
just ðsk; skþ1Þ, thereby not recovering from s. That is why
we adopt a more fine-grained definition for strong fairness
compared with the common definition. Nonetheless, the
results of this paper hold for both definitions since the
instance of the problem of adding nonmasking fault toler-
ance built in its proof of NP-hardness does not include
actions like A discussed above.

3 PROBLEM STATEMENT

In this section, we present the problem of adding nonmask-
ing fault tolerance under different fairness assumptions.
Consider a fault-intolerant program p ¼ hVp; dp;Pp; Tpi, its
invariant I, its specification spec, a class of faults f , and a
fairness assumption F 2 funfair, weak, strongg. Our objec-
tive is to generate a revised version of p, denoted p0, such

that p0 is nonmasking f-tolerant from an invariant I 0 under
the fairness assumption F . To separate fault tolerance from
functional concerns, we would like to preserve the behav-
iors of p in the absence of f during the addition of fault toler-
ance; i.e., in the absence of faults, p0 satisfies spec. Thus,
during the synthesis of p0 from p, no states (respectively,
transitions) are added to I (respectively, dpjI). As such, we
have I 0 � I and p0jI 0 � pjI 0. Moreover, if p0 starts in a state
outside I 0, then only convergence to I 0 will be provided
by p0. Thus, we formally state the problem as follows: (This
is an adaptation of the problem of adding fault tolerance
in [6].)

Problem 3.1. Adding Nonmasking Fault Tolerance:

� Input: (1) A program p ¼ hVp; dp;Pp; Tpi that satisfies
its specification spec from an invariant I; (2) a class of
faults f , and (3) a fairness assumption F 2 funfair,
weak, strongg.

� Output: A program p0 ¼ hVp; dp0 ;Pp; Tpi and an
invariant I 0 such that: (1) I 0 is non-empty and I 0 � I;
(2) dp0 jI 0 � dpjI 0, and (3) p0 is nonmasking f-tolerant
from I 0 for spec under F fairness.

We state the corresponding decision problem as follows:

Problem 3.2. Decision Problem of Adding Nonmasking
Fault Tolerance:

� INSTANCE: (1) A program p ¼ hVp; dp;Pp; Tpi that
satisfies its specification spec from an invariant I; (2)
a class of faults f , and (3) a fairness assumption
F 2 funfair, weak, strongg.

� QUESTION: Does there exist a program p0 ¼ hVp;
dp0 ;Pp; Tpi and a state predicate I 0 such that the con-
straints of Problem 3.1 are met under the fairness
assumption F?

A special case of Problem 3.1 is where (i) f denotes a
class of transient faults; (ii) I ¼ I 0; (iii) dp0 jI 0 ¼ dpjI 0, and (iv)
p0 is self-stabilizing from I under F fairness.

Problem 3.3. Decision Problem of Adding Stabilization:

� INSTANCE: (1) A program p ¼ hVp; dp;Pp; Tpi that
satisfies its specification spec from an invariant I; (2)
a class of transient faults f , and (3) a fairness assump-
tion F 2 funfair, weak, strongg.

� QUESTION: Does there exist a program p0 ¼ hVp;
dp0 ;Pp; Tpi such that: (1) I remains unchanged (i.e.,
I 0 ¼ I); (2) dp0 jI ¼ dpjI, and (3) p0 is self-stabilizing
from I for spec under F fairness?

Previous work [11], [12], [13] illustrates that if F ¼
strong, then Problem 3.3 can be solved in polynomial time
in jSpj. Stabilization under strong fairness (a.k.a. weak stabili-
zation) requires that from any state s 2 :I, there exists a com-
putation prefix that includes a state in I [11]. However, the
general case complexity of adding stabilization under no
fairness and weak fairness assumptions have been open
problems thus far. Stabilization under no fairness (a.k.a.
strong stabilization) stipulates that from any state s 2 :I,
every computation prefix includes a state in I [1], [11]. We
have developed heuristics and software tools [13] that syn-
thesize self-stabilizing programs in polynomial time. More-
over, previous research [24], [25] testifies the practical
significance of adding nonmasking tolerance.
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4 HARDNESS RESULTS

In this section, we illustrate that adding nonmasking fault
tolerance to low atomicity programs is NP-complete under
no fairness (Section 4.2), weak (Section 4.3) and strong (Sec-
tion 4.4) fairness assumptions. We first state the 3-SAT deci-
sion problem.

Problem 4.1. The 3-SAT decision problem:

� INSTANCE: A set V of n propositional variables
(v0; . . . ; vn�1) and k clauses (C0; . . . ; Ck�1) over V such
that each clause is of the form ðlq _ lr _ lsÞ, where
q; r; s 2 Nn and Nn ¼ f0; 1; . . . ; n� 1g. Each lr
denotes a literal, where a literal is either :vr or vr for
vr 2 V.

� QUESTION: Is there a satisfying truth-value assign-
ment for the variables in V such that each Ci evalu-
ates to true, for all i 2 Nk?

Notation. We say lr is a negative (respectively, positive) lit-
eral iff it has the form :vr (respectively, vr), where vr 2 V.
Consider a clause Ci ¼ ðlq _ lr _ lsÞ. We use a binary vari-
able bij, where i 2 Nk and j 2 N3, to denote the sign of the
first, second and the third literal in Ci. For example, if
lq ¼ :vq; lr ¼ vr and ls ¼ :vs, then we have bi0 ¼ 0; bi1 ¼ 1
and bi2 ¼ 0. Let the tuple Bi ¼ hbi0; bi1; bi2i denote the values of
bij variables, for each clause Ci where j 2 N3.

4.1 Intuition Behind Hardness Proofs

This section presents the intuition behind the hardness of
adding nonmasking fault tolerance under different fairness
assumptions.

No fairness. In Section 4.2, we show that adding stabiliza-
tion under no fairness is NP-hard, thereby implying the
NP-hardness of adding nonmasking fault tolerance in gen-
eral. Consider a deadlock state sd outside I. To ensure that
some state in I will eventually be reached from sd, we need
to build a computation prefix from sd to I while ensuring
that non-progress cycles are not formed in :I. Let ðsd; sÞ be
a transition included in a process Pj during the construction
of some computation prefix. We can include ðsd; sÞ in the set
of transitions of Pj iff we include any transition ðs0d; s0Þ
grouped with ðsd; sÞ (due to read restrictions of Pj), and
ðs0d; s0Þ does not create a cycle with other transitions. That is,
one has to identify a subset of transition groups that con-
struct a computation prefix from any state in :I to I without
creating cycles outside I. Thus, deciding whether a transi-
tion group should be included in some process resembles
the assignment of a truth value to a propositional variable
in the instance of 3-SAT.

Weak fairness (Section 4.3). Under weak fairness, a cycle c
that has an action A enabled in every state of c is not consid-
ered a non-progress cycle because a weakly fair scheduler
guarantees the execution of A, thereby exiting the cycle.
Thus, an algorithm for the addition of stabilization need not
resolve such cycles. One would think that this could sim-
plify the design of stabilization under weak fairness, but
Theorem 4.8 proves otherwise. The intuition behind this
hardness result is that there might still be cycles for which
there is no action similar to A. Thus, we have to deal with a
similar combinatorial problem mentioned for stabilization
under no fairness.

Strong fairness (Section 4.4). A strongly fair scheduler (as
defined in Section 2) ensures that a programwill eventually
exit any reachable cycle c that has some outgoing transition
from one of its states to a state outside c. Thus, to design
self-stabilization under strong fairness, we need to ensure
that from any state there exists a computation prefix that
reaches the invariant; no need to resolve cycles. This prob-
lem is known to be solvable in polynomial time [11], [13].
Since the general case problem of adding nonmasking fault
tolerance should deal with cases where faults may cause
permanent damage (unlike transient faults), one has to
ensure that permanent faults are not activated or else the
system may reach an unrecoverable state. To ensure that a
distributed program does not reach such states, designers
might have to guarantee cycle-freedom (despite strong fair-
ness) in certain subsets of the fault span; otherwise, an
interleaving of fault and cycle transitions may perturb the
program to an unrecoverable state. Thus, designing the
general case nonmasking fault tolerance under strong fair-
ness is at least as hard as designing self-stabilization under
no fairness!

4.2 Hardness Under No Fairness

In this section, we investigate the general case complexity
of Problem 3.3 under no fairness. We specifically demon-
strate that, for a given intolerant program p with an
invariant I, designing a revised version of p, denoted pss,
such that pss is self-stabilizing from I is an NP-hard prob-
lem. Section 4.2.1 presents a polynomial-time mapping
from 3-SAT to an instance of Problem 3.3. Section 4.2.2
shows that the instance of 3-SAT is satisfiable iff a self-sta-
bilizing version of the instance of Problem 3.3 exists
where F ¼ unfair.

4.2.1 Polynomial Mapping

In this section, we present a polynomial-time mapping from
an instance of 3-SAT to the instance of Problem 3.3 where
F ¼ unfair, denoted p ¼ hVp; dp;Pp; Tpi. That is, correspond-
ing to each propositional variable and clause, we illustrate
how we construct a non-stabilizing program p, its processes
Pp, its variables Vp, its read/write restrictions, its specifica-
tion spec and its invariant I. We shall use this mapping in
Section 4.2.2 to demonstrate that the instance of 3-SAT is sat-
isfiable iff a self-stabilizing version of p exists.

Processes, variables and read/write restrictions. We consider
four processes, P0, P1; P2, and P3 in p. Each process Pj

(j 2 N3) has two variables xj and yj, where the domain of xj

is equal to Nn and yj is a binary variable. The process Pj can
read both xj and yj, but can write only yj. Thus, the pro-
cesses P0, P1 and P2 cannot read each other’s variables. We
also consider a fourth process P3 that can read all variables
and write to a binary variable sat 2 N2. The variable sat can
be read by processes P0, P1 and P2, but cannot be written.
Thus, we have Vp ¼ fx0; y0; x1; y1; x2; y2; satg, Pp ¼ fP0; P1;
P2; P3g and the topology of p is identified by the read/write
restrictions of processes as depicted in Fig. 2.

Invariant. Inspired by the form of the 3-SAT instance and
its requirements, we define a state predicate Iss that denotes
the invariant of p.
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� Corresponding to each clause Ci ¼ ðlq _ lr _ lsÞ, we
construct a state predicate PredCi � ðx0 ¼ q ¼) y0 ¼
bi0Þ _ ðx1 ¼ r ¼) y1 ¼ bi1Þ _ ðx2 ¼ s ¼) y2 ¼ bi2Þ. In
other words, we have PredCi � ððx0 ¼ qÞ ^ ðx1 ¼ rÞ^
ðx2 ¼ sÞÞ¼)ððy0 ¼ bi0Þ _ ðy1 ¼ bi1Þ _ ðy2 ¼ bi2ÞÞ. This
way, we construct a state predicate Clauses � ð8i 2
Nk : PredCiÞ. Notice that we check the value of each
xj with respect to the index of the literal appearing
in position j in Ci, where j 2 N3. This is due to the
fact that the domain of xj is equal to the range of the
indices of propositional variables (i.e., Nn).

� A literal lr may appear in positions i and j in distinct
clauses of 3-SAT, where i; j 2 N3 and i 6¼ j. Since
each propositional variable vr 2 V gets a unique
truth-value in 3-SAT, the truth-value of lr is indepen-
dent from its position in the 3-SAT formula. Given
the way we construct the state predicate Clauses, it
follows that, in the instance of Problem 3.3, when-
ever xi ¼ xj we should have yi ¼ yj. Thus, we con-
struct the state predicate Iden � ð8i; j 2 N3 : ðxi ¼
xj ¼) yi ¼ yjÞÞ, which is conjoined with the predi-
cate Clauses.

� In the instance of Problem 3.3, we require that
ðsat ¼ 1Þ holds in all invariant states.

Based on the aforementioned reasoning, the invariant of
p is equal to the state predicate Iss, where

Iss � Iden ^ Clauses ^ ðsat ¼ 1Þ

Notice that the size of the state space of p, denoted jSpj, is
2ð2nÞ3, which is polynomial in the size of the 3-SAT
instance.

Specification. The safety of spec forbids any transition that
starts in Iss. That is, the instance of Problem 3.3 is silent in its
invariant (i.e., dpjIss ¼ ;).
Example 4.2. Example Construction

Consider the 3-SAT formula f � ðv0 _ v1 _ v2Þ ^ :v1ð
_:v1 _ :v2Þ ^ :v1 _ :v1 _ v2ð Þ ^ v1 _ :v2 _ :v0ð Þ. Since
there are three propositional variables and four clauses, we
have n ¼ 3 and k ¼ 4. Moreover, based on the mapping
described before, we have C0 � ðv0 _ v1 _ v2Þ, C1 � ð:v1_
:v1 _ :v2Þ, C2 � ð:v1 _ :v1 _ v2Þ and C3 � ðv1 _ :v2 _ :v0Þ.
Thus, we have B0 ¼ h1; 1; 1i, B1 ¼ h0; 0; 0i, B2 ¼ h0; 0; 1i and

B3 ¼ h1; 0; 0i. The predicates PredCi (i 2 N4) have the fol-
lowing form:

PredC0 � ðx0 ¼ 0 ^ x1 ¼ 1 ^ x2 ¼ 2Þ ¼)
ðy0 ¼ 1 _ y1 ¼ 1 _ y2 ¼ 1Þ

PredC1 � ðx0 ¼ 1 ^ x1 ¼ 1 ^ x2 ¼ 2Þ ¼)
ðy0 ¼ 0 _ y1 ¼ 0 _ y2 ¼ 0Þ

PredC2 � ðx0 ¼ 1 ^ x1 ¼ 1 ^ x2 ¼ 2Þ ¼)
ðy0 ¼ 0 _ y1 ¼ 0 _ y2 ¼ 1Þ

PredC3 � ðx0 ¼ 1 ^ x1 ¼ 2 ^ x2 ¼ 0Þ ¼)
ðy0 ¼ 1 _ y1 ¼ 0 _ y2 ¼ 0Þ

The state predicate Iden is as defined before.

4.2.2 Correctness of Reduction

In this section, we show that the instance of 3-SAT is satisfi-
able iff convergence from Sp to Iss can be added to the
instance of Problem 3.3, denoted p.

Lemma 4.3. If the instance of 3-SAT has a satisfying valuation,
then stabilization can be added to the instance of Problem 3.3.

Let there be a truth-value assignment to the propositional
variables in V such that every clause evaluates to true; i.e.,
8i : i 2 Nk : Ci. Let pss denote the self-stabilizing version of
p. Initially, dp ¼ ; and p ¼ pss. Based on the value assign-
ments to propositional variables, we include a set of transi-
tions (represented as convergence actions) in pss. Then, we
show that the following three properties hold: the invariant
Iss � Clauses ^ Iden ^ ðsat ¼ 1Þ remains closed, deadlock
freedom in :Iss and livelock freedom in pssj:Iss.

� If a propositional variable vr (where r 2 Nn) is
assigned true, then we include the following action
in each process Pj, where j 2 N3: xj ¼ r ^ yj ¼ 0 ^
sat ¼ 0 ! yj :¼ 1.

� If a propositional variable vr (where r 2 Nn) is
assigned false, then we include the following action
in each process Pj, where j 2 N3: xj ¼ r ^ yj ¼ 1 ^
sat ¼ 0 ! yj :¼ 0.

� We include the following actions in P3: ðIden ^
ClausesÞ ^ sat ¼ 0 ! sat :¼ 1 and :ðIden ^ ClausesÞ
^ sat ¼ 1 ! sat :¼ 0.

Now, we illustrate that, closure, deadlock freedom and
livelock freedom hold. That is, the resulting program is self-
stabilizing from Iss.

Closure. Since the first three processes can execute an
action only in states where sat ¼ 0, their actions are dis-
abled where sat ¼ 1. Thus, the first three processes exclude
any transition that starts in Iss; i.e., preserving the closure of
Iss and ensuring pssjIss � pjIss. Moreover, P3 takes an action
only in :Iss. Thus, no action violates the closure of Iss, and
the second constraint of the output of Problem 3.1 holds.

Livelock freedom. To show livelock freedom, we prove that
the included actions have no circular dependencies. Due to
read/write restrictions, none of the first three processes exe-
cutes based on the local variables of another process. More-
over, each process can update only its own y value. Once
any one of the processes P0, P1 and P2 updates its y value, it
disables itself. Thus, the actions of one process cannot

Fig. 2. Instance of Problem 3.3 under no fairness.
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enable/disable another process. Moreover, since each action
disables itself, there are no self-loops either. The guards
of the actions of P3 cannot be simultaneously true, and
the execution of one cannot enable another (because they
only update the value of sat). Only processes P0, P1 and P2

can make the predicate ðIden ^ ClausesÞ true when sat ¼ 0.
Due to write restrictions, once P3 sets sat to 1 from states
ðIden ^ ClausesÞ ^ sat ¼ 0ð Þ, a state in Iss is reached. There-
fore, there are no cycles that start in :Iss and exclude any
state in Iss.

Deadlock Freedom. We illustrate that, in every state in
:Iss � ð:ðIden ^ ClausesÞ _ ðsat ¼ 0ÞÞ, there is at least one
action that is enabled.

� Case 1. ððIden ^ ClausesÞ ^ ðsat ¼ 0ÞÞ holds. In these
states, the first action of P3 is enabled. Thus, there
are no deadlocks in this case.

� Case 2. ð:ðIden ^ ClausesÞ ^ ðsat ¼ 1ÞÞ holds. In this
case, the second action of P3 is enabled. Thus, there
are no deadlocks in this case.

� Case 3. ð:ðIden ^ ClausesÞ ^ ðsat ¼ 0ÞÞ holds. None
of the actions of P3 are enabled in this case. Nonethe-
less, since :ðIden ^ ClausesÞ holds, either :Iden or
:Clauses, or both are true. When :Clauses holds,
there must be some state predicate PredCi (i 2 Nk)
that is false. (Recall that, the invariant Iss includes a
state predicate PredCi � ðx0 ¼ q ¼) y0 ¼ bi0Þ _ ðx1 ¼
r ¼) y1 ¼ bi1Þ _ ðx2 ¼ s ¼) y2 ¼ bi2Þ corresponding
to each clause Ci � ðlq _ lr _ lsÞ in the instance of 3-
SAT.) This means that the following three state pred-
icates are false: ðx0 ¼ q ¼) y0 ¼ bi0Þ; ðx1 ¼ r ¼) y1 ¼
bi1Þ and ðx2 ¼ s ¼) y2 ¼ bi2Þ. Since the instance of 3-
SAT is satisfiable, at least one of the literals lq; lr or ls
must be true. As a result, based on the way we have
included the actions depending on the truth-values
of the propositional variables, at least one of the fol-
lowing actions must have been included in pss:
ðx0 ¼ q ^ y0 6¼ bi0 ^ sat ¼ 0Þ ! y0 :¼ bi0, ðx1 ¼ r ^ y1 6¼
bi1 ^ sat ¼ 0Þ ! y1 :¼ bi1, and ðx2¼ s ^ y2 6¼ bi2 ^ sat ¼
0Þ ! y2 :¼ bi2. Thus, there is some action that is
enabled when :Clauses holds. A similar reasoning
implies that there exists some action that is enabled
when :Iden holds; hence no deadlocks in Case 3.

Based on the closure of the invariant Iss, deadlock free-
dom in :Iss and lack of non-progress cycles in pssj:Iss, it
follows that the resulting program pss is self-stabilizing.

Example 4.4. Example construction:

In the example discussed in this section, the formula f

has a satisfying assignment of v0 ¼ 1, v1 ¼ 0, v2 ¼ 0. Using
this value assignment, we include the following actions in
the first three processes Pj where j 2 N3:

xj ¼ 0 ^ yj ¼ 0 ^ sat ¼ 0 ! yj :¼ 1

xj ¼ 1 ^ yj ¼ 1 ^ sat ¼ 0 ! yj :¼ 0

xj ¼ 2 ^ yj ¼ 1 ^ sat ¼ 0 ! yj :¼ 0

The actions of P3 are as follows:

Iden ^ Clausesð Þ ^ sat ¼ 0 ! sat :¼ 1

: Iden ^ Clausesð Þ ^ sat ¼ 1 ! sat :¼ 0

Fig. 3 shows the set of states where x0 ¼ 0, x1 ¼ 1, x2 ¼ 2
and transitions of the stabilizing program pss. Each state is
represented by four bits which signify the values of
ðy0; y1; y2; satÞ. Invariant states are depicted by ovals and
the labels on the transitions denote which process executes
that transition.

Lemma 4.5. If there is a self-stabilizing version of the instance of
Problem 3.3 where F ¼ unfair, then the corresponding 3-SAT
instance has a satisfying valuation.

By assumption, we consider a program pss to be a self-
stabilizing version of p from Iss. That is, pss satisfies the
requirements of Problem 3.3.

Only P3 can correct ðsat ¼ 0Þ. Clearly, pss must preserve
the closure of Iss, and should not have any deadlocks
or livelocks in the states in :Iss � ð:ðIden ^ ClausesÞ _
ðsat ¼ 0ÞÞ. Thus, pss must include actions that correct
:ðIden ^ ClausesÞ and ðsat ¼ 0Þ. Since pss must adhere to
the read/write restrictions of p, only P3 can correct ðsat ¼ 0Þ
to ðsat ¼ 1Þ. For the same reason, P3 cannot contribute to
correcting :ðIden ^ ClausesÞ; only P0, P1 and P2 have the
write permissions to do so by updating their own y values.

The rest of the reasoning is as follows: We first illustrate
that P0, P1 and P2 in pss must not execute in states where
ðsat ¼ 1Þ. Then, we draw a correspondence between actions
included in pss and how propositional variables get unique
truth-values in 3-SAT and how the clauses are satisfied.

P0, P1 and P2 can be enabled only when ðsat ¼ 0Þ. We
observe that no process Pj (j 2 N3) can have a transition
that starts in the invariant Iss; otherwise, the constraint
dpss jIss � dpjIss would be violated. We also show that no
recovery action of P0, P1 and P2 can include a transition that
starts in a state where sat ¼ 1. By contradiction, assume that
some Pj (j 2 N3) includes a transition ðs0; s1Þ where
s0 2 :Iss and satðs0Þ ¼ 1 for some fixed values of xj and yj.
Since Pj cannot read xi or yi of other processes Pi, where
ði 2 N3Þ ^ ði 6¼ jÞ, the transition ðs0; s1Þ has a groupmate
ðs00; s01Þ, where xiðs00Þ ¼ xjðs00Þ and yiðs00Þ ¼ yjðs00Þ for all
i 2 N3 where ði 6¼ jÞ. Thus, Iden is true at s00. Moreover, due
to the form of the 3-SAT instance, no clause ðlq _ lr _ lsÞ
exists such that ðq ¼ r ¼ sÞ. Thus, Clauses holds at s00 as
well, thereby making s00 an invariant state. As a result,
ðs0; s1Þ is grouped with a transition that starts in Iss, which
again violates the constraint dpss jIss � dpjIss. Hence, P0, P1

and P2 can be enabled only when ðsat ¼ 0Þ.

Fig. 3. x0 ¼ 0, x1 ¼ 1, x2 ¼ 2:
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Actions of P3. We show that P3 must set sat to 0 when
:ðIden ^ ClausesÞ ^ sat ¼ 1 and may only assign sat to 1
when ðIden ^ ClausesÞ ^ sat ¼ 0. As shown above, P0, P1,
and P2 cannot act when sat ¼ 1, forcing P3 to execute from
:ðIden ^ ClausesÞ ^ ðsat ¼ 1Þ. P3 must therefore have the
action :ðIden ^ ClausesÞ ^ sat ¼ 1 ! sat :¼ 0. Conse-
quently, P3 cannot assign sat to 1 when :ðIden ^
ClausesÞ ^ sat ¼ 0; otherwise, it would create a livelock
with the previous action. From states where ðIden ^
ClausesÞ ^ sat ¼ 0 holds, P3 is the only process which can
change sat to 1, thereby reaching an invariant state. Thus,
P3 must include the actions :ðIden ^ ClausesÞ ^ sat ¼ 1 !
sat :¼ 0 and ðIden ^ ClausesÞ ^ sat ¼ 0 ! sat :¼ 1.

Each Pj, for j 2 N3 must have exactly one action for each
unique value of xj. When sat ¼ 0, fixing the value of xj to
some a 2 Nn reduces the possible local states for process Pj

to 2, where yj ¼ 0 or yj ¼ 1 for j 2 N3. (Notice that both of
these states are illegitimate since sat ¼ 0.) Thus, when ðxj ¼
a ^ sat ¼ 0Þ holds, process Pj has four possible actions:
yj ¼ 0 ! yj :¼ 0, yj ¼ 0 ! yj :¼ 1, yj ¼ 1 ! yj :¼ 0, and
yj ¼ 1 ! yj :¼ 1. It is clear that the first and last of these
actions are self-loops and cannot be included. Thus, Pj can
have either action yj ¼ 0 ! yj :¼ 1 or yj ¼ 1 ! yj :¼ 0, but
not both without creating a livelock. That is, Pj cannot have
more than 1 action. To make Iden true, Pj must include
some action. By contradiction, assume that Pj has no
actions. Another process Pi (i 2 N3, i 6¼ j) can be in a state
where xi ¼ xj. There are two possibilities for the y values in
this non-invariant state, yj ¼ 0 ^ yi ¼ 1 or yj ¼ 1 ^ yi ¼ 0. Pi

can resolve either scenario with an action but cannot resolve
both as this would require two actions. That is, to resolve
both cases Pi needs the cooperation of Pj. Thus, Pj must
have some action. Since Pj cannot have more than one
action, it follows that Pj has exactly one action.

Truth-value assignment to propositional variables. Based
on the above reasoning, for each value a 2 Nn, if a process
Pj includes the action xj ¼ a ^ yj ¼ 0 ^ sat ¼ 0 ! yj :¼ 1,
then we assign true to the propositional variable va. If Pj

includes the action xj ¼ a ^ yj ¼ 1 ^ sat ¼ 0 ! yj :¼ 0,
then we assign false to va. Let Pj include the action
xj ¼ a ^ yj ¼ 0 ^ sat ¼ 0 ! yj :¼ 1. By contradiction, if
another process Pi, where i 2 N3 ^ i 6¼ j, includes the
action xi ¼ a ^ yi ¼ 1 ^ sat ¼ 0 ! yi :¼ 0, then Iden
would be violated and pss would never recover from the
state xj ¼ a ^ xi ¼ a ^ yj ¼ 1 ^ yi ¼ 0 ^ sat ¼ 0; i.e., a
deadlock state, which is a contradiction with pss being
self-stabilizing. Thus, each propositional variable gets a
unique truth-value assignment and these value assign-
ments are logically consistent.

Satisfying the clauses. Since pss is self-stabilizing from Iss,
eventually Iss becomes true; i.e., every PredCi in the Clauses
predicate becomes true. The one-to-one correspondence cre-
ated by the mapping between each state predicate PredCi

and each clause Ci implies that PredCi holds iff at least one lit-
eral in Ci holds. Therefore, all clauses are satisfied with the
truth-value assignment based on the actions of pss.

Theorem 4.6. Adding stabilization to low atomicity programs is
NP-complete.

Proof. The NP-hardness of adding stabilization follows
from Lemmas 4.5 and 4.3. The NP membership of adding

stabilization has already been established in [6]; hence
the NP-completeness. tu

Corollary 4.7. Adding nonmasking fault tolerance to low atomic-
ity programs under no fairness is NP-complete.

Proof follows from Theorem 4.6 and the fact that Problem
3.3 is a special case of Problem 3.2.

4.3 Hardness under Weak Fairness

This section illustrates that, even under the assumption of
weak fairness, addition of nonmasking fault tolerance in
general, and self-stabilization in particular remain hard
problems.

Theorem 4.8. Adding stabilization under weak fairness is NP-
complete.

Proof. Consider the mapping from 3-SAT to Problem 3.3
presented in Section 4.2. We leverage the same map-
ping in order to create a mapping from an instance of
3-SAT to an instance of Problem 3.3 where F ¼ weak.
Let pss denote the instance of Problem 3.3 with the
invariant Iss � Clauses ^ Iden ^ ðsat ¼ 1Þ constructed
corresponding to the 3-SAT formula. The instance of
Problem 3.3 where F ¼ weak includes exactly the
same processes and variables in pss. Moreover, we
compose pss with the token ring program introduced
in Section 2. Since the state space of the TR program
includes 27 states, the size of the state space of the
instance of Problem 3.3 under weak fairness remains
polynomial in the size of the 3-SAT formula. (The size
of the state space of the instance of Problem 3.3 where
F ¼ weak is 27� jSpss j.) Let the invariant of the result-
ing program be equal to the conjunction of the invari-
ants of the two programs; i.e., Iw � Iss ^ ITR. Thus, the
resulting composed program will converge to Iw iff
both pss and the TR program stabilize to their corre-
sponding invariants.

) Proof: We show that if the 3-SAT instance is satisfi-
able then the composition of pss and TR is self-stabilizing
from Iw under weak fairness. If the 3-SAT formula is sat-
isfiable then pss is strongly stabilizing from Iss. Moreover,
Dijkstra [1] has illustrated that the TR program is
strongly stabilizing. Outside Iw, if Iss has become true
and ITR is false, then the TR program will eventually
recover to ITR. If the TR program has recovered to its
invariant, but pss has not yet recovered to Iss, then there
must be some action A of pss that is enabled (because the
3-SAT formula is satisfiable). At the same time, TR’s com-
putations in ITR are infinite. That is, the action A is con-
tinuously enabled in a cycle formed in the state predicate
:Iss ^ ITR. Such a cycle is a non-progress cycle only
under no fairness assumption; i.e., under a weakly fair
scheduler, the composed program will eventually stabi-
lize to Iw.

( Proof: Let there be a program pw composed of the
variables of TR and pss, and actions that enable stabiliza-
tion to Iw from any state under weak fairness. That is, Iss
and ITR must both become true eventually. Our proof
strategy is two-fold. First, we make the following obser-
vations to enable compositional reasoning about the two
components of pw:
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Observation 4.9. Only processes of TR can make ITR true
and only processes of pss can contribute to reaching Iss
from any state.

Proof of Observation 4.9 is straightforward due to the
read/write restrictions of processes and the indepen-
dence of the two components in reading/writing the var-
iables of each other. That is, even if the actions of the two
components get interleaved, they will not impact the
recovery of each component to its invariant under weak
fairness. Second, since the TR component does not inter-
vene the convergence of pss to Iss (based on Observa-
tion 4.9), we can reason about pss separately. We prove
that, even under weak fairness, the pss component of pw
should be strongly self-stabilizing from Iss. This way, we
can reuse the proof of Lemma 4.5 to demonstrate how
the instance of 3-SAT is satisfied. To this end, we prove
that neither P3 nor P0, P1 and P2 can have any cycles in
dpss j:Iss.
� Actions of P3 alone cannot create a cycle in dpss j:Iss.

From the proof of Lemma 4.5, we know that P0, P1

and P2 can only execute if sat ¼ 0; otherwise, the
closure of Iss would be violated. The only way P3

can have a cycle in dpss j:Iss is to toggle the value
of sat (because only P3 has the permission to write
sat). Since P0, P1 and P2 can only execute if
sat ¼ 0, no action would be continuously enabled
in this cycle. This would constitute a non-progress
cycle under weak fairness, which is a contradiction
with pw having no non-progress cycles under weak
fairness.

� There is no cycle in dpss j:Iss where multiple processes
participate. Since the actions of processes P0, P1

and P2 in pss are independent from each other, it
is impossible that a cycle exists in which P0, P1

and P2 participate. Moreover, there is no cycle
that is formed by the interleaving of the actions of
P0, P1 and P2 with P3’s actions since all processes
of pss would be participating in such a cycle; i.e.,
none of the actions of pss would be continuously
enabled. Such a cycle would constitute a non-
progress cycle under weak fairness.

� Processes Pi (i 2 N3) of pss cannot form any cycles alone
in dpss j:Iss. By contradiction, consider a case where
some Pi contains a cycle including the actions xi ¼ a
^yi ¼ 0 ^ sat ¼ 0 ! yi :¼ 1 and xi¼a ^ yi¼1 ^ sat ¼
0 ! yi :¼ 0. These two actions capture an equiva-
lence class of cycles in the state space of pss. Each
cycle in this equivalence class includes two global
states where xi ¼ a ^ yi ¼ 0 ^ sat ¼ 0 holds in one
and xi ¼ a ^ yi ¼ 1 ^ sat ¼ 0 holds in the other. Con-
sider another process Pj, where j 2 N3 and j 6¼ i.
Either Pj is not in any cycles, or Pj is also trapped in
a cycle similar to Pi’s. The former case means that,
by weak fairness, Pj will get to a state where all its
actions are disabled. In this case, the cycles of Pi

become non-progress cycles under weak fairness. In
the latter case, both Pi and Pj would be in a cycle in
which no action is continuously enabled; hence a
non-progress cycle under weak fairness. Now, we

illustrate that P3 cannot help Pi to exit its cycle either.
Toggling the value of yi would affect the truth-value
of the predicates PredCm that depend on the state of
Pi, where m 2 Nk. This in turn could change the
truth value of the predicate Iden ^ Clause. Since the
actions of P3 must include Iden and Clause in their
guards1, P3 cannot be continuously enabled in the
cycle of Pi. Thus, the cycle of Pi forms a non-progress
cycle under weak fairness, which is a contradiction
with pw being self-stabilizing from Iw under weak
fairness.

Since pss must be a strongly stabilizing program, the
proof of Lemma 4.5 can be reused to demonstrate that
the instance of 3-SAT is satisfied. tu

Corollary 4.10. Adding nonmasking fault tolerance under the
assumption of weak fairness is NP-complete.

Proof of Corollary 4.10 follows from Theorem 4.8 and the
fact that Problem 3.3 is a special case of Problem 3.2 where
F ¼weak.

4.4 Hardness under Strong Fairness

In this section, we present a somewhat surprising result
that adding nonmasking fault tolerance to low atomicity
programs remains NP-hard even under strong fairness!
This is surprising because adding self-stabilization under
strong fairness (a.k.a. weak stabilization [11]) is known to
be polynomial [11], [12], [13]. Our proof strategy is as
follows. We first reuse the reduction presented in the
proofs of Lemmas 4.3 and 4.5 to illustrate that adding
nonmasking tolerance to low atomicity programs under
no fairness is NP-hard. This may seem as a redundant
result to Corollary 4.7, however, in the second step of
our strategy, we reuse the mapping and reduction of
this proof for showing the NP-hardness of adding non-
masking tolerance under strong fairness.

An alternative proof for the NP-hardness of adding nonmask-
ing fault tolerance under no fairness (i.e., Corollary 4.7). First,
we present a mapping from an arbitrary instance of 3-SAT
to an instance of adding nonmasking fault tolerance (i.e.,
Problem 3.2). In Section 4.2.1, we augment the instance of
Problem 3.3 where F ¼ unfair with an additional process
and two new types of faults. (Fig. 2 depicts the structure of
the instance of Problem 3.2.) The idea behind this mapping
is that finding a fault-span and a new invariant I 0 � I for an
intolerant program p with its invariant I is at least as hard
as adding stabilization.

Fig. 4 illustrates the structure of our mapping for adding
nonmasking fault tolerance. Processes P0 to P3 are taken
from the system of Fig. 2. We add a new process P4 that has
a read-only binary variable failed used to mark unrecover-
able states. The invariant of the intolerant program p is
I � Iss ^ ðfailed ¼ 0Þwhere Iss � Iden ^ Clauses ^ ðsat ¼ 1Þ
is the invariant of the system of pss in Fig. 2. Any state where
failed ¼ 1 is unrecoverable since failed cannot be modified
by any process. We consider two classes of faults fss and fn
denoted by f � fss [ fn, where fss and fn are defined as:

1. Otherwise, P3 would include two actions sat ¼ 1 ! sat :¼ 0 and
sat ¼ 0 ! sat :¼ 1 forming a cycle, whose impossibility we have
already shown in the first item of our reasoning.
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fss : I ! x0 :¼ select Nnð Þ; y0 :¼ select N2ð Þ;
x1 :¼ select Nnð Þ; y1 :¼ select N2ð Þ;
x2 :¼ select Nnð Þ; y2 :¼ select N2ð Þ;
sat :¼ 0

fn : :Iss ^ sat ¼ 1 ! failed :¼ 1

Faults ensure that a nonmasking f-tolerant program p0

from I exists iff pss is stabilizing from Iss. The fault fss may
occur from states in I 0 � I and perturb the program to any
state where sat ¼ 0 (failed ¼ 0 is unchanged) and all xi and
yi values are randomly chosen by the random function
select. The fault-class fn transitions to an unrecoverable state
(failed ¼ 1) when Iss does not hold but sat ¼ 1. In effect, P3

is forced to assign sat :¼ 1 only when Iden ^ Clauses holds.
P0 to P2 must act to satisfy Iden ^ Clauses when sat ¼ 0,
preserving our mapping between program actions and a 3-
SAT truth-assignment.

The size of the state space jSpj remains polynomial in the
number of propositional variables n in the corresponding 3-
SAT instance, specifically jSpj ¼ 22ð2nÞ3. It remains to show
that a satisfying truth-assignment exists for the 3-SAT
instance iff a nonmasking f-tolerant version of the instance
in Fig. 4 exists from I � Iss ^ ðfailed ¼ 0Þ.

) Proof: Given a satisfying valuation for a 3-SAT
instance, we can create the corresponding stabilizing pro-
gram pss with invariant Iss for the system in Fig. 2 using the
method in Lemma 4.3. Using all actions from pss, we can
form a nonmasking f-tolerant program pft ¼ pss with
invariant Ift � I for this system.

For proof of pft being nonmasking f-tolerant from I, let
us calculate its f-span. From a state in I, we can reach any
state where sat ¼ 0 and failed ¼ 0 due to the occurrence of
faults fss. Since only fss can occur from I, and sat ¼ 0 holds
after the occurrence of fss, fn never gets enabled. Moreover,
from the state predicate :Iss ^ sat ¼ 0 computations of p
will first satisfy Iden ^ Clauses and reach the invariant with
a final action from P3 which assigns sat :¼ 1. At no point
does P3 assign sat :¼ 1 when Iden ^ Clauses does not hold,
leaving all source states of fn out of the f-span. Thus, the
f-span of p from I, denoted T , is equal to ðIss _ sat ¼ 0Þ ^
failed ¼ 0, from where every computation eventually
reaches I.

( Proof: Let p0 be a nonmasking f-tolerant program from
an invariant I 0 � I that meets the constraints of Problem 3.1
from a f-span T for the instance built in our mapping (see
Fig. 4). The proof strategy is to show that a strongly

stabilizing program pss for the corresponding system in
Fig. 2 can be constructed from p0, and then we shall reuse
the proof of Lemma 4.5 to satisfy the 3-SAT instance.
Observe that all states where failed ¼ 1 must be excluded
from T because recovery is impossible from failed ¼ 1 due
to write restrictions. Moreover, states where :Iss ^ sat ¼ 1
holds cannot be in T either, otherwise fn could assign
failed :¼ 1. Thus, the weakest and strongest predicates that
can be considered as T are respectively equal to
ðI _ sat ¼ 0Þ ^ failed ¼ 0 (note I, not I 0) and
ðI 0 _ sat ¼ 0Þ ^ failed ¼ 0. From I 0, the occurrence of fss
can perturb the state of the program to any state where
sat ¼ 0 ^ failed ¼ 0 holds. Thus, recovery to I 0 should be
provided from sat ¼ 0. In such states, either
ðIden ^ ClausesÞ holds or not. If ðIden ^ ClausesÞ holds in
states where sat ¼ 0, then p0 can recover to I 0 only with an
action of P3 that sets sat to 1. If ðIden ^ ClausesÞ does not
hold when sat ¼ 0, then P3 must not set sat to 1 because
then the state of p0 will reach :Iss ^ sat ¼ 1 from where
fault fn can occur and set failed to 1, which is an unrecover-
able state. The only processes that have read/write permis-
sion to make ðIden ^ ClausesÞ true are P0, P1 and P2. Thus,
p0 must provide recovery from :ðIden ^ ClausesÞ to
ðIden ^ ClausesÞ when sat¼0. We can use these actions,
along with actions :ðIden ^ ClausesÞ ^ sat ¼ 1 ! sat :¼ 0
and Iden ^ Clauses ^ sat ¼ 0 ! sat :¼ 1 of P3, to construct
a program pss which is self-stabilizing for the correspond-
ing instance given in Fig. 2. From this point, we use Lemma
4.5 on pss to find a truth-assignment which satisfies the 3-
SAT instance.

Theorem 4.11. Adding nonmasking fault tolerance to low atom-
icity programs under strong fairness is NP-complete.

Proof. Our proof strategy is to augment the mapping pre-
sented in the alternative proof of Corollary 4.7 and then
show that the instance of 3-SAT is satisfiable iff nonmask-
ing fault tolerance can be added to the instance of Prob-
lem 3.2 where F ¼ strong. The proposed polynomial-
time mapping is as follows. We construct an intolerant
program as demonstrated in Fig. 5. Processes P0 to P3 are
the same as those in the program of Fig. 4. We include
three new variables z0, z1 and z2 in process P4 which can
be read and written only by P4. The domain of each zi,
where i 2 N3, is equal to f0; 1; 2g. We also consider a new
fault-class fsi for i 2 N3. The invariant of the instance of
Problem 3.2 is I � Iss ^ ðz0 ¼ z1 ¼ z2 ¼ 0Þ ^ ðfailed ¼ 0Þ.

Fig. 5. Instance of Problem 3.2 where F ¼ strong.

Fig. 4. Instance of Problem 3.2 where F ¼ unfair.
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The classes of faults include f � fss [ fn [ fs0 [ fs1 [ fs2,
where fss and fn are taken from Fig. 4, and fsi is defined
as follows (i 2 N3):

fsi : yi ¼ 0 ^ sat ¼ 0 ^ zi ¼ 0 ! zi :¼ 1
fsi : yi ¼ 1 ^ sat ¼ 0 ^ zi ¼ 1 ! zi :¼ 2
fsi : yi ¼ 0 ^ sat ¼ 0 ^ zi ¼ 2 ! failed :¼ 1

The new fault-class fsi ensures that the processes P0,
P1 and P2 of any f-tolerant program p0 do not form non-
trivial cycles in the state predicate sat ¼ 0 if p0 is non-
masking f-tolerant from I 0 � I under strong fairness.
Without fsi, it would be trivial to add fault tolerance
under strong fairness by including the actions yi ¼ 0 ^
sat ¼ 0 ! yi :¼ 1 and yi ¼ 1 ^ sat ¼ 0 ! yi :¼ 0 in Pi for
each specific value of xi, where i 2 N3, and the action
Iden ^ Clauses ^ sat ¼ 0 ! sat :¼ 1 in P3.

Observe that the size of the state space jSpj remains
polynomial in the number of propositional variables n
from the corresponding 3-SAT instance as jSpj ¼ 22ð6nÞ3.
Now, we illustrate that a satisfying truth-value assign-
ment exists for the 3-SAT instance iff a nonmasking f-tol-
erant version of the instance of Problem 3.2 exists where
F ¼ strong.

) Proof: Given a satisfying valuation for the 3-SAT
instance, we can create a nonmasking f-tolerant program
p0 with invariant I 0 ¼ I as specified in Fig. 5, where
f � fss [ fn [ fs0 [ fs1 [ fs2. From I, fss can perturb the
program to states where sat ¼ 0 ^ failed ¼ 0. Thus, states
in :ðIden ^ ClausesÞ ^ sat ¼ 1 are unreachable in the
f-span of p0 from I, thereby ensuring that fn cannot take
the program to the unrecoverable state failed ¼ 1. More-
over, the state yi ¼ 0 ^ zi ¼ 2 must be excluded from the
f-span; otherwise, fault fsi could perturb the program
state to failed ¼ 1. Thus, the weakest predicate we
can consider to be the f-span of p0 from I is equal
to T � ðIss _ sat ¼ 0Þ ^ ðfailed ¼ 0Þ ^ ðy0 ¼ 1 _ z0 6¼ 2Þ^
ðy1 ¼ 1 _ z1 6¼ 2Þ ^ ðy2 ¼ 1 _ z2 6¼ 2Þ.

We include the actions of P0, P1 and P2 in p0 based on
the method outlined in the proof of Lemma 4.3. Thus,
only one of the actions xi ¼ a ^ yi ¼ 0 ^ sat ¼ 0 ! yi :¼ 1
and xi ¼ a ^ yi ¼ 1 ^ sat ¼ 0 ! yi :¼ 0 is included in
each process Pi, where i 2 N3. Process P3 includes the
actions ðIden ^ ClausesÞ ^ sat ¼ 0 ! sat :¼ 1 and :ðIden
^ClausesÞ ^ sat ¼ 1 ! sat :¼ 0. Finally, the process P4

includes the actions zi 6¼ 0 ! zi :¼ 0 for i 2 N3.
We show that the program p0 (with the aforemen-

tioned actions) is nonmasking f-tolerant from I under
strong fairness. Once p0 is perturbed to T�I, recovery to
I is achieved as follows. The processes P0, P1 and P2

ensure that ðIden ^ ClausesÞ is satisfied, and then P3 sets
sat to 1. Moreover, P4 sets zi to 0, thereby recovering to I.
Using Fig. 6, we show that no computation prefix of p0½�f
from invariant I reaches the state failed ¼ 1 even if faults
fsi occur.

The two values in Fig. 6 respectively denote the values
of yi and zi, where i 2 N3, sat ¼ 0 and xi is fixed. These
variables are only affected by processes Pi and P4 and
the fault-class fsi. Dashed arrows represent the two possi-
ble actions of Pi if Pi included both actions that change
yi (i.e., yi ¼ 0 ^ sat ¼ 0 ! yi :¼ 1 and yi ¼ 1 ^ sat ¼ 0
! yi :¼ 0), of which exactly one is chosen in our

construction of p0 (for each unique xi value). Since only
one action is chosen, there exists no computation prefix
of p0½�f from invariant I to an unrecoverable state where
failed ¼ 1. Notice that without the fault-class fsi, the pro-
gram that includes both actions that change yi would
have been nonmasking f-tolerant under strong fairness
because the cycles formed in p0jðT�IÞ are not livelocks
under strong fairness. Moreover, from every state in
T�I there is an enabled action; i.e., deadlock freedom in
T�I. Thus, p0 is nonmasking f-tolerant from I under
strong fairness. tu

( Proof: Given a program p0 that is nonmasking
f-tolerant under strong fairness and meets the constraints
of Problem 3.2, we build a program pft with invariant
Ift � Iss ^ failed ¼ 0 that is nonmasking fss [ fn-tolerant
from Ift under no fairness (see Fig. 4). We note that, in the
presence of faults fsi, P4 must have actions to eventually
assign 0 to zi (required by invariant) from any nonzero
value of zi which is reached in the fault-span. Thus, in
Fig. 6, P4 transitions simply assign zi :¼ 0. Program pft
includes the actions of P0 to P3 which do not form self-
loops and recover from states where sat ¼ 0. Actions of
pft map to a satisfying truth-assignment for the instance
of 3-SAT. Notice that, pft does not tolerate fsi.

The fault-span Tft of pft is a subset of the fault-span T
of p0 since program and fault transitions of pft are a sub-
set of those transitions of p0. It follows that Tft does not
contain unrecoverable states (failed ¼ 1) nor does it
include states :Iss ^ sat ¼ 1 from where fn could bring
pft to an unrecoverable state. Thus, Tft � ðIss _ sat ¼ 0Þ ^
failed ¼ 0 due to the definition of Ift, fault class fss, and
the excluded states which lead to failed ¼ 1. Clearly a
computation exists in pft from every state in Tft to its
invariant Ift since I 0 � Ift (modulo z variables) and p0

eventually reaches I 0 from all states in its fault-span T .
The only states where sat ¼ 1 holds in Tft are also in Ift.
Moreover, we argue that actions of P3 from states where
sat ¼ 0 (and are not self-loops) bring the system to a state
where Iss holds. Otherwise, some action would exist to
set sat to 1 while preserving :Iss. As a result, fn could be
enabled and could take the program state to failed ¼ 1,
which would be a contradiction with p0 being nonmask-
ing f-tolerant from some non-empty subset of I. Thus, P3

actions only set sat to 1when the resulting state is in Iss.
Let us now show that if p0 is to be nonmasking f-toler-

ant under strong fairness, then none of the processes Pi

(i 2 N3) can form nontrivial cycles in states sat ¼ 0.
When sat ¼ 0, yi and zi take values shown in Fig. 6. We

Fig. 6. Effects of fsi.
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illustrate that, for a specific xi value, each process Pi must
have only one action that updates yi to ensure no compu-
tation prefix of p0½�f reaches failed ¼ 1. By contradiction,
assume Pi (i 2 N3) has a non-trivial cycle for some fixed
xi ¼ a (a 2 Nn). Since the cycle exists in p0jðsat ¼ 0Þ,
therefore Pi must have actions xi ¼ a ^ yi ¼ 0 ^ sat ¼
0 ! yi :¼ 1 and xi ¼ a ^ yi ¼ 1 ^ sat ¼ 0 ! yi :¼ 0. Now,
we demonstrate the following computation prefix that
reaches failed ¼ 1.

1. Transitions of fss perturb p0 to xi ¼ a ^ yi ¼ 0 ^
sat ¼ 0, where zi ¼ 0 and failed ¼ 0.

2. Then, transitions of fsi can occur, setting zi to 1.
3. Pi sets yi to 1.
4. Transitions of fsi occur again, setting zi to 2.
5. Pi sets yi to 0.
6. From this state, fault fsi can occur, setting failed

to 1 from where no recovery is possible.
Thus, Pi (i 2 N3) cannot have cycles. Recall that when

P3 acts to change sat from 0 to 1, the resulting state must
satisfy Iss. As a result, the program pft constructed from
the actions of processes P0 . . .P3 when sat ¼ 0 is non-
masking ðfss [ fnÞ-tolerant from Ift. The actions of pft
can be mapped to a satisfying truth-assignment for the
instance of 3-SAT. tu
We now discuss the impact of our hardness results on

failsafe and masking fault tolerance. Failsafe fault tolerance
does not require recovery to invariant. Thus, the issue of
fairness is irrelevant for failsafe fault tolerance. For masking
fault tolerance, we observe that in the proof of NP-com-
pleteness of Problem 3.3 under no fairness in Section 4.2.2,
one can consider the write restrictions of each process as
part of a safety property where a process Pj is not allowed
to write any xj, where 0 � j � 2. Thus, it follows that add-
ing stabilization under no fairness would become an
instance of the problem of adding masking fault tolerance.
This way, we simply reuse the proof of NP-completeness of
adding strong stabilization to prove the NP-completeness of
adding masking fault tolerance under no fairness. (This
result matches with Kulkarni and Arora’s results in [6].)
The hardness of adding masking fault tolerance under
weak and strong fairness follow accordingly from the NP-
completeness proofs of this section.

Corollary 4.12. Adding masking fault tolerance is NP-complete
under weak or strong fairness.

5 DISCUSSION

This section discusses algorithmic design of self-stabiliza-
tion, complexity of algorithmic design and fairness
assumptions. Existing methods for the algorithmic design
of self-stabilization include constraint-based methods [26]
and sound heuristics [13], [27]. Abujarad and Kulkarni
[26] consider the program invariant as a conjunction of a
set of local constraints, each representing the set of local
legitimate states of a process. Then, they synthesize con-
vergence actions for correcting the local constraints. None-
theless, they do not explicitly address cases where local
constraints have cyclic dependencies (e.g., maximal
matching on a ring), and their case studies include only
acyclic topologies. In our previous work [13], [27], we

partition the state space to a hierarchy of state predicates
based on the length of the shortest computation prefix
from each state to some state in the invariant. Then, we
systematically explore the space of all candidate recovery
transitions that could contribute in recovery to the invari-
ant without creating non-progress cycles.

Most hardness results [6], [9], [28] presented for the addi-
tion of fault tolerance lack the additional constraint of recov-
ery from any state, which we have in the addition of
stabilization. The proof of NP-hardness of adding failsafe
fault tolerance presented in [9] is based on a reduction from
3-SAT, nonetheless, a failsafe fault-tolerant program does
not need to recover to its invariant when faults occur. The
problem of adding masking fault tolerance relies on finding
a subset of the state space from where recovery is possible;
no need to provide recovery from every state. As such, the
hardness proof presented in [6] is based on a reduction in
which such a subset of state space is identified along with
corresponding convergence actions iff the instance of 3-SAT
is satisfiable. This means that some states are allowed to be
excluded from the fault-span; this is not an option in the
case of adding self-stabilization. The essence of the proof in
[28] also relies on the same principle where Bonakdarpour
and Kulkarni illustrate the NP-hardness of designing prog-
ress from one state predicate to another in low atomicity
programs. Most existing algorithmic methods [6], [13], [26],
[27], [28], [29] investigate the problem of adding fault toler-
ance under no fairness assumption. To the best of our
knowledge, this paper is the first to investigate the impact
of fairness on the addition of fault tolerance.

6 CONCLUSIONS AND FUTURE WORK

This paper illustrates that adding nonmasking fault toler-
ance to low atomicity programs is an NP-hard problem
under no fairness, weak, and strong fairness. In the low
atomicity model, program processes have read/write
restrictions with respect to the variables of other processes.
The presented proof of hardness is from 3-SAT to the prob-
lem of adding stabilization to non-stabilizing programs,
which is a special case of adding nonmasking fault toler-
ance. We first presented a proof for the NP-hardness of add-
ing stabilization under no fairness. Then we showed that,
even under weak fairness adding stabilization remains an
NP-hard problem, which implies the NP-hardness of add-
ing nonmasking tolerance under weak fairness. While it is
known that adding stabilization under strong fairness (a.k.
a. weak stabilization) can be done in polynomial time (in
the size of state space), we showed that adding nonmasking
tolerance under strong fairness remains NP-hard in general.
To extend this work, we will investigate special cases where
the addition of stabilization in particular and nonmasking
in general can be performed efficiently. That is, for what pro-
grams, classes of faults and invariants can the addition of non-
masking fault tolerance be done efficiently?
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