CM3215 Statistics 5: Linear Regression and 12/16/2014
LINEST (F. Morrison)

Where are we in our
discussion of error
analysis?

CcM3215 Michiganlech,

Fundamentals of Chemical Engineering Lahoratory

Let’s revisit:

:> Statistics Lecture 4:

Error Propagation

1. Quick start—Replicate
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2. Reading El
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From Lecture 4—Error Propagation:

Summary: Error Analysis with Real Numbers

e To understand the accuracy of our numbers, we need to determine a
confidence interval.

For replicate datawithn < 7,

X £ 2eg with 95.0% confidence P
replace “2” with tg 025 n—1

e The Standard error e, for a measured quantity is the largest of:
es determined by replicates e, = s/+/n or
e, by estimate of reading error e; = eg /N3 or
es by estimate of calibration error e, = max error/2

* Standard error e for derived quantities (arrived at from equations), is
obtained at through error propagation, which is a combination of
variances.

2
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CM3215 Statistics 5: Linear Regression and

LINEST (F. Morrison)

From Lecture 4—Error Propagation:

Error Propagation

We use an analysis based on the Taylor series
expansion of a nonlinear function.

Taylor series: (higher order

terms)

of of of
f(xlifoxS) = fO +6_xlx1 +Ex2 +6_X3x3 + h.o.t.

A calculation of the function f(xy, x5, x3) from uncertain values of x;,x,,x3isa
random variable of mean f and variance (rfz:

6f22 izz of

2 _ 2 i
O =|5— | Ox Oy, + O -+ Covariance
f d0xq 1 d0x, 2 0x; 3 terms, if x; are
correlated

3
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From Lecture 4—Error Propagation:

Error Propagation

We use an analysis based on the Taylor series
expansion of a nonlinear function.

Taylor series: (higher order

terms)
of af of
f(xlifoxS) = fO + a_xlxl +Ex2 +6_X3x3 + h.o.t.

A calculation of the function f(xq, x5, x3) from uncertain values of x1,x,,x3isa
random variable of mean f and variance (rfz:

neglect

2 2

af of af
2_ (9T 2 (9T 2 (9
af 0x, i, T 9x, O, T 0x3

Note: covariance terms are not always zero or
small; but they often are. For now, this is fine.

© Faith A. Morrison, Michigan Tech U.
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

From Lecture 4—Error Propagation:
This worksheet guides the user through the determination of the standard error Loy
{mm o cramntity flzy. 2. 2y 240 55) that s caleulated from measur
s o Unbrersiny T3ty 1y aed xp. The 5, are subject 1o random er dardd
oyt o wo— deviations a, o the reading erors eg, for each variable ¥, must be determined first,
Error Propagation Worksheet and ”:fw,:::';:“" P'M":_" ":,:::S::," 'f_""g,‘.h"'":"*'h_: Handy
CM3215 Fundamentals of Chemical Engineering Lab error are avadlable, use the larger of the two.
Prof. Fith Morrison worksheet for
Formala for J: [ Represantative value of f- 95N CLotf:(f +2r,0)
) (clusde units] Dschad ) error
Floy X, 25, X0, X5 ): )
propagation
Measured quantities, x; a ey = aft
— f " 2Ly e
¥ Symbol -nr:::u:m ax; WO Foeres ax; 0
Xy
Xz
Xz
Xy
s
af 2 af 2 af a af 2 af 2 e:'!=
4=Gg) atG) 4G G 4G | ks
sf calculated
auantty f
Mate: For some quantities, you will lock up th for example the vob ¥ & voluretric flask may be given a5 100.00 £ 0.04ml. In
these circumstances It i< reazonable to sssume that the reported uncertainty i +1.06e,. For examgbe, f vehume i ghoen a2 100.00 & 0.04ml,
then 196e, % Ze, = 0.04. Refarence: page 564 of Fritz and Schenk, Quantitotive Analytical Chemistry, Allyn and Bacon, Boston, 1987,
. . 5
www.chem.mtu.edu/~fmorriso/cm3215/ErrorPropagationWorksheet.pdf

© Faith A. Morrison, Michigan Tech U.

From Lecture 4—Error Propagation:

What is the uncertainty (95% confidence interval) in ;7 as
Example 1' ° pblueflutd

* determined in the lab?

Error Propagation Worksheet
ats of Chemical Engineerin g Lab

Formula for f: Representative value of f: 95% C.I. of f: (fiZe_c )
f( ) 0 _ MF - ME (include units) (include units) i
X1, X3, X3, X4, Xg): BF — —
Lop S tes Voye 1.739 g/ml 1.739 + 0.007 g/ml
Measured quantities, x; 3f ey = (ﬂf )2 2
— S, €R,
x; Symbol Repris:la::atlve aX{- 1.’7;7 or T; ore;, axi Exx
Xy My 30.800 g l/prC 5.8 X 10’5g 33x 10711 gz/mlz
X | Mg 13410 g —1/Vpye 58x1075g |3.3x 107! g2/ml?
x3 | Vpye 10.00 ml —(Mp — Mg)/Vi3e 0.02ml  [1.21 x 1075 g?/ml?
Xa
s
2
es; =1.21 x 1075 g2 /jml?
af\2 Af\2 f\? af\? af\2 d
2 9N\ 2 TN 2 s - G 2 9N 2 _ andar
Esp = (axl) &, + (axz) &, (69:3) &t (6764) en (Bxs) x5 e = units Z:ru:’ufd
Sf - 0.0035| g/ml| calculated
quantity, f

© Faith A. Morrison, Micﬁigan Tech U.
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CM3215 Statistics 5: Linear Regression and

LINEST (F. Morrison)

Example 1

From Lecture 4—Error Propagation:

* determined in the lab?

. What is the uncertainty (95% confidence interval) in ppefiuia s

Excel is an excellent tool for error
propagation

neview

Error propagation Worksheet

© Faith A. Morrison, Michigan Tech U.

f(xl,xz,x3)| | | f | Psar | 1.739 | g/ml | 2e, | 0.007 |g/m|
% | value df/dx; | (df/dx)?| ey e, |(df/dx)’e,

X1 M [30.800| g | 0.10 | 0.010 [5.86-05(3.3€-09| 3.33e-11 |g’/ml?

X M [13.410| g |-0.10| 0.010 [5.86-05(3.3E-09| 3.33E-11 |g°/ml’

X3 V,,c|10.000| ml |-0.174| 0.0302 | 0.02 |4.0E-04| 1.210E-05 |g’/ml’

2 1.21E-05 |g*/ml’

e 0.0035 g/ml
7

From Lecture 4—Error Propagation: | cm3215

R@Vi @XM Error Analysis for

Laboratory Data

Summary: Error Analysis with Real Numbers

* To understand the accuracy of our numbers, we need to determine a confidence interval.

X + 2eg with 95.0% confidence For replicate datawithn < 7,
replace “2” with ty g25n-1
¢ The Standard error e, for a measured quantity is the largest of:
eg determined by replicates e; = s /y/n or
e, by estimate of reading error e; = e /\/3 or
e; by estimate of calibration error e; = max error/2

« Standard error e for derived quantities (arrived at from equations), is obtained through

error propagation, which is a combination of variances.
«  Replication always improves the estimation of the mean, " answer from replicates is

¢ The prediction interval of the next value of x should 95% Pl: X +2s
encompass 95% of all measured values. or ¥ + tygasn_15ifn <7

2
¢ The weighting values (1) e,zci indicate the impact of individual errors on the final value.

ax;

*  Estimates for eg (particularly those obtained through eg) may need to be
re-evaluated, if unreasonably narrow confidence intervals are identified.

more reliable than single values.

MichiganTech;

Fundamentals of Chemical Engineering Laboratory

. Reading Error
. Calibration Error
. Errgr Propagation

Bwn e

- Quick start—Replicate eror

© Faith A. Morrison, Michigan Tech U.
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CM3215 Statistics 5: Linear Regression and 12/16/2014
LINEST (F. Morrison)

Now, how do we determine uncertainty from numbers
that we obtain as parameters in a curve-fit?

L] xi | yi y
11X |1
21X | V2
n|Xn|Yn
/ X
y=mx+b |

9

© Faith A. Morrison, Michigan Tech U.

CM3215 Michiganjlech

Fundamentals of Chemical Engineering Laboratory

Uncertainty in Least Squares

Curve Fitting: Excel’s LINEST

Quick start—Replicate error
Reading Error

Calibration Error

Error Propagation

Least Squares Curve Fitting

Professor Faith Morrison

Department of Chemical Engineering
Michigan Technological University

uhrwne

Reference:
= www.chem.mtu.edu/~fmorriso/cm3215/Unc
ertaintySlopelnterceptOfLeastSquaresFit.pdf

10
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

Question: For a dataset of n data pairs
x;, y; that is expected to show a linear
relationship between y and x, what are
the parameters m and b of the equation
for the line?

y=mx+b

/

11

LiXi| Vi
1 |X1| V1
2 | X2| V2
y n (Xn| Yn
slope=m
intercept = b
X

© Faith A. Morrison, Michigan Tech U.

Ordinary, Least Squares,
Regression

Solution:

* Assume you know the x; with certainty (“ordinary”
least squares)

e Guessa ,y=mx+b

e Create a measure of the error between the guess
and the data (error measure should always be
positive, so square it)

* Add these individual error measures to calculate a
sum of squared errors, SSg

¢ Use calculus to find the values of m and b that
result in the least sum of squared error.

n
SSg = Z(Yi — $:)?
i=1

b---

12

slope=m
intercept = b

L~ g
i | Xi|Yi|Yi
1 xl yl yl
2 (%2 | V219,
n|(Xn|Yn|9y,
yi=mx;+b

© Faith A. Morrison, Michigan Tech U.
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

y
Ordinary, Least Squares,
Regression dope= m
intercept = b
Result: / .
S NIy CL)CRy) P
- 2
n2?=1xl-2 - (Z?=1xi) i|xi |y yi
1 xl yl yl
i Qe x)* Q1 y) — Qi xy) ey %) V2|9,

nIR x — (T, %)

y =mix+b

Least squares slope = M

~

Least squares intercept = b

N
N)

In Excel:
m = SLOPE(y-range, x-range)
b =INTERCEPT(y-range,x-range)

13

© Faith A. Morrison, Michigan Tech U.

Ordinary, Least Squares,
Regression

slope=m

Result:
n Z?=1 XiYVi — (2?=1 xi)(2?=1 vi)

m= >
n By xf — (T x)

Qi x)?* Qe yi) — Gy xiy) Cley x1)

intercept = b
/ x

But, what are
the error

b---

5= 2
ny,xf — (Z?=1xi)

y =mix+b

Least squares slope = M

~

Least squares intercept = b

limits on m
and b?

14

© Faith A. Morrison, Michigan Tech U.
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CM3215 Statistics 5: Linear Regression and 12/16/2014
LINEST (F. Morrison)

y
Ordinary, Least Squares,
Regression slope=m
intercept = b
y = mx + B b-_"az/ i
— )
slope = m + 7 But, what are
Intercept = b +? the error
limits on m

and b?

15

© Faith A. Morrison, Michigan Tech U.

y
Ordinary, Least Squares,
Regression slope=m
intercept = b
y = fix + b e :
= m ?
slope = m + 7 But, what are
Intercept = b +? the error
limits on m
Answer: and B?
slope = m + 2e;
Intercept = b =+ 2eg
But what is e;? 6
(Later we will correct the “2” for small n) © Faith A. Morrison, Michigan Tech U.




CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

Answer: es = esf

\

e This worksheet guides the uer through the determination of the standard error e,
IMichiganmlech of  cuaniity (x5, 53 % 55) that s cakulated from messured useities
B e p— 3, a2y, %y ded g, The x, ae subjeet to randoen arrors. The seplicate standard
Dacartrar i Cramcal Ergraserg ddirviaticens o, o the readieg erroes ep, bor each variable x, meust be determined first,
Error Propagation Works.heet N ghven below. Nate: i standard error «,, estimates via both replicates and reading
£M3215 Fundamentals of Chemical Engineering Lab wrrar are available, wie the Lirger of the two,
Prof. Faith Morrison
Formula far [ Represantative valus of f: s¥sClof f-(f £ 2e,)
limchade units) (inchude units)
Fxy 20, X5, X4, X5)1
Measured quantities, x; ar £ af 2 .
. = i, — | e
Representative dx; or = ore, ax.) Cx
x; Symbel value i K VE i
*1
Xz
*3
X
s
z
[
- 2 2 2 : 2 't
afy 3, 3 2 af af 4
et =( "J o+ f} o2 +("'r]. o, +( fJ e+ f} o2 1 stanaws
o\ : @y : Ay - dxy . dxg * (e wrror of
' cakulated
quastity |
Hote: For some quantities, you will kook up the uncertainty; for example th  flask may be ghven as 100,00 £ 0.04mi, In 17
g it i reasonable 1o h, uncertainty is $1.96¢,. For example,  volume is given as 100.00 + 0.04ml,
then 1.96e, % 2e, = 0.04, Reference: page 564 of Fritz and Schenk, Guantitative Analytical Chemistry, Albyn and Bacon, Boston, 1987,

© Faith A. Morrison, Michigan Tech U.

Error limits on m

Ordinary, Least Squares,

Error Propagation Worksheet
CM3215 Fundamertals of Chemical Enginesring Lab

Regression

Answer: es = esf

Prof. Faith Morrison
mr B

[y, %2, %3, X4, %

nyL Xy — B x) Tt yo)

m=

epresentative value of f:

95% C.l. of f: (f + 2e,)
(include units)

m = £(2)(sm)

2
n¥iyxf — (B x)
Measured quantities, X; 3f e, = (Bf )2 )
N a Si eRy e
X symbol Representative 31;‘ W or = or ey, 6xi Xi
t value
am am\?
X1 V1 67)’1 Sy,x (?) Syx
om am\’
—_— 2
X2 Y2 7, Sy'x <E> Shx
X om S (07?1)2 2
_ _— S.
3 V3 ays VX ys)
om om\’
X4 Va o Syx ) O
X5
2 2
€5, — S,
2 2 2 2 2 I3 m
22:£82+£22+£62+i82+£92 i
Sf axl Xy axz X3 313 X3 514 X4 axs X5 e _ s units
Sf m

12/16/2014



CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

. . A
Error limits on m
Ordinary, Least Squares, Regression Answer: e s = e sf
Error Propagation Worksheet
fr..ﬂ."l‘x:; ::.‘-'.':I.:.'..:.‘.I s of Chemical Engineering Lab
Formula for f: Representative value of f: 95% C.I. of [ (f * Ze”]
(include units) (include units)
F 1, x5, X3, Xg, X5 m=n2?:1xiyt *(ZI‘:W)(ZI‘Z:J,') = M= +2)(sm)
"Zznzlxiz - (Z?:lxi)
Measured qt Only the y; are af €y, = of 2
. s e 2
X o Variables; we ax; T o7 73 or e, (Bxi) Cxi
y assumed we o PPy
x 1 — S (*) 53
! knew the x; m 7 )
- . o i\
x| [ 7 \ with certainty 3 Sy.x (52) s
om am\®
X3 Y3 ;s Syx (@) o
am om\* 2
X4 Va o Syx <E> 52x
s\ i)
N4 - 2
af \? af\? af\? af\2 af \2 &=  Sm
el = (—) el + (—) el + (—) el + (—) el + (—) e’ nits
f dxy i dxo 2 dx4 3 axy 4 dxg § esf = sp .
oY= - —
. . A
Error limits on m
Ordinary, Least Squares, Regression Answer: e s = e sf
Error Propagation Worksheet
Fr‘-‘:.’}l:::.. ::-‘-'.I:I.:.'..:.‘-I ats of Chemical Engineering Lab
Formula for f: Re Assu me that the 95% C.l. of f: (ftZe”]
(in . (include units)
F(x1, X3, X3, X4, X5): a2 R~ G W) G y) variances of the M= +2)(sm)
¥ - (S, %) y; are the same B
Measured quantities, x; Y for all y; af \2
2
" Si ER, e
x| symbor | Fepresentative ax; aNils (ow) <
om am\* ,
X1 e E Sy,x (a) Sy
om om\’
X2 Y2 % Sy'x <£> Sty
am am\®
x| o (5) +-
am om\* 2
X4 Va o Syx <E> 52
. \:/ ~
\/ 2z _ 2
af \? af\? af\? af\2 af \2 &= Sm
2 _ 2 I 2 It 2 4 2 1 2
s = (Eﬁxl) €t (ﬁxz) € + (5‘13) e (53(4) ex t (BXE) Exs units
sy = Sm

12/16/2014
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CM3215 Statistics 5: Linear Regression and 12/16/2014

LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m
intercept = b

2
Sy,x

The variance of y, given x

2
Sy,x =

The variance of the mean
value of y at a given x

1 n
) Z(Yi —)?
=1

/ x

b---

(from the definition
of variance)

In Excel:
Sy,x = STEYX(y-range, x-range)

21

© Faith A. Morrison, Michigan Tech U.

Ordinary, Least Squares,
Regression

slope=m
intercept = b

What are the error limits on m?

Answer:

slope = m =+ 2s,,

2
SZ _ Sy,x
=
SSix

forn—2<6:
slope = M =+ tg25n-25m

b----4

(final result of the algebra
indicated on previous slide)

In Excel:
, _ (STEYX(y-range, x-range)’
Sm = (DEVSQ(x-range)

e use LINEST

, Or

22

© Faith A. Morrison, Michigan Tech U.
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m

What are the error limits o
Answer:

~

intercept = b + 2e;

°~J

intercept = b

nb?

2 © Faith A. Morrison, Michigan Tech U.

Error limitson b

Ordinary, Least Squares,

Error Propagation Worksheet
CMIZISF pritas of
Prof. Faith M

s of Chemical Engineering Lab

Regression Answer: es = €5 f

Formula for f:

Representative value of f:
(include units)

95% C.l. of f: (f + 2eyy)
(include units)

F 12 X, X X6): | (0 Gl ) = (Bl 00) s 30 B— b= +2)(sy)
n¥Lxf = (Shix)
Measured quantities, x; af e;! = (Bf )2 )
j Si R e
X symbol Repri:::atlue 31; N or 73 or ey, axi Xi
PS ~\2
db dab .
1 _ 7)) 2
X1 y n Sy,x (ay1> Syx
- ~\ 2
dab a
2 S ) 2
X2 Y2 7, V,X <(3yz> Syx
ab b\’
Bl o e (5) 5
~ ~ 2
ab ab 5
X4 Va e Sy'x <E> Sy
Xg
z2 _ 2
€5, — S
2 2 2 2 2 r b
% =(am) 4+ () 4+ () 4+ () 4+ () -
Sr axl X1 axz X3 613 X3 ax4 X3 axs Xs e _ s units
sf b

12/16/2014
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m

Answer:

intercept = b + 2s,,
)
5 1 x

—_ 2 [ =
Sh = Syx n+SSxx

forn—-2<6:

What are the error limits on b?

intercept = b

(final result of the algebra
indicated on previous slide)

intercept = b & t5.025n-25p

In Excel:
e Calculate sf from STEYX(y-range, x-range) and

DEVSQ(x-range) and the formula above, or
e use LINEST

» © Faith A. Morrison, Michigan Tech U.

Ordinary, Least Squares,
Regression

slope=m

Obtaining Uncertainty Measures on Slope and Intercept
of a Least Squares Fit with Excel’s LINEST

www.chem.mtu.edu/~fmorriso/cm3215/Uncertainty

intercept = b

/ x

b---

For instructions on how to use
Microsoft Excel’s LINEST
function, see the handout on
the web:

Tom paraturs, €

SlopelnterceptOfLeastSquaresFit.pdf

(the appendix has some
derivations, if you're interested)

26 © Faith A. Morrison, Michigan Tech U.

12/16/2014
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CM3215 Statistics 5: Linear Regression and
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m
intercept = b

What are the error limits on a value of y
obtained from the equation y = mx + b™? -4

at x,,

y, = (Mx, + b) + 2e

°~J

27 © Faith A. Morrison, Michigan Tech U.

. . AN
Error limitsony =mx + b
Ordinary, Least Squares, Regression Answer: =
Error Proj Worksheet es esf
Er..n.iml.-:; Chemical Engineering Lab
Formula for f: Representative value of f: 95% C.I. of [ (f + Ze”]
f( ) (include units) (include units)
X1, X7, X9, Xg, X ): PN T _ —
S Yp = Mxp + b Yp = Yp = i(Z)(Syp)
Measured quantities, x; a e. = 2
R tati f 5 ;:it ( af ) E:
X symbol epr:::ea ive 31; W or = or ey, axi i
~ ay, 2
X1 m = Sm (xpSm)
a
X3 X, = 0 0
~ i)
X3 b % = Sp Sg
Xg
X5
2 _ 2
€sp = s
-G G G o G e (e
Bs, - axl exl axz 912 313 ex; 514 ex., ax5 ex; e _ s units
sf Vp
& Eai - —

12/16/2014
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CM3215 Statistics 5: Linear Regression and

LINEST (F. Morrison)

Error limitsony =mx + b

Ordinary, Least Squares,

Regression

Answer: es = esf

J(ey, Xz, X3, Xg, X5 )

Formula for f:

A~

Representative value of f:
(include units)

95% C.l. of f: (f + 2eyy)
(include units)

Yp = mxp + b Yp = Yp = i(Z)(Syp)
Measured quantities, x; af e, = Bf 2 )
. oo (2 e
X symbol Representative 31;‘ N or N or ey, axi Xi
value
ay, 2
X1 @ ﬁ =% Sm (xpsm)
0y
X2 Xp a_x,, =m 0 0
x Do _y s s2
3 b b b
X4 But, 7 and b are not
. independent (both are
5 calculated from the y;).
2 _ 2
€5, — S
2 2 2z 2 2 f
ez—iez+£ez+ﬂez+iez+£ez J’p i
sF T axl X4 axz Xg 313 X3 514 X3 axs X5 e _ s units
sf Yp

Error limitsony =mx + b

Ordinary, Leas

Error Propagation Worksheet
CMIZISF pritah of
Prof. Faith M

s of Chemical Engineering

t Squares,

Regression

Answer: es = esf

J(ey, Xz, X3, Xg, X5 )

Formula for f:

Representative value of f:
(include units)

95% C.l. of f: (f + 2eyy)
(include units)

Yp =X, +b Vp = Yp = i(z)(syp)
Measured quantities, x; af e;! ( af )2 2
N Si R e
. symbol Representative 31; w or NG or eg, 8xi i
t value
—~ Yy 2
X1 m am Sm (xpsm)
Wy
Xz Xp " 0 0
B Ay 1 2
X3 - Sp Sh
X4
Xg

2
2

of
BSZ{ = (a—xl) ex, +

2
2

) 4+ G

2
2

EXC

12/16/2014
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CM3215 Statistics 5: Linear Regression and

LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m
intercept = b

What are the error limits on a value of y
obtained from the equation y = mx + b™? -4

Answer:

atxp, yp = (T’ﬁxp + 13) * 25y,

\2
2 2 1 (xp - x) (final result of the algebra
Syp = Sy,x =aF indicated on previous slide see
Appendix B of the handout.)

n SSyx

forn—2<6,

] In Excel:
replace “2” with tg 925 n—2

Use this for error limits

* Sy, = STEYX(y-range,x-range)
* SS.. = DEVSQ(x-range)
e X = AVERAGE(x-range)

on the fit (95% Cl).
31 © Faith A. Morrison, Michigan Tech U.
y
Ordinary, Least Squares,
Regression dope— m
intercept = b

What are the error limits on a predicted
next value of y obtained from the
equation y = mx + b™?

Answer:
at x,,, we predict a new measurement of
y will fall in the prediction interval:

yp = (Mx, +b) * 2e;

32 © Faith A. Morrison, Michigan Tech U.

12/16/2014
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CM3215 Statistics 5: Linear Regression and 12/16/2014
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

slope=m
intercept = b

What are the error limits on a predicted
next value of y obtained from the
equation y = mx + b™?

Answer:

at x,,, we predict a new measurement of
y will fall in the prediction interval:

(5 N Ive with same approach
5 = (Mx, +b) + 2e S0 PP
)’p ( p ) - S as we have been using:

write the equation to
calculate the quantity,
) then propagate the error.

The new measurement y; will have the v
same scatter as the source measurements (See Appendix B of the handout.)
and is less certain than the prediction of
the mean value y,, at x,,.

33 © Faith A. Morrison, Michigan Tech U.
y
Ordinary, Least Squares,
Regression dope— m
intercept = b

What are the error limits on a predicted
next value of y obtained from the
equation y = mx + b™?

Answer:

at x,,, we predict a new measurement of
y will fall in the prediction interval:

(See Appendix B of the handout.)

ys = (Mx, +b) * 25y,

forn—-2<6,

N2 replace “2” with tg 025 n—2

1 (x,—%) "

2 _ o2 1 -
Sy, = Syx\1+—+
P g SS , -
n xx Use this for predicting
next likely y (95% PI).

34 © Faith A. Morrison, Michigan Tech U.
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12/16/2014
LINEST (F. Morrison)

Ordinary, Least Squares,
Regression

Confidence interval for the fit: Aqueous Sugar Solutions, 20°C, 2014
0

1.4¢
yp = (x, +b) +2s,, .
2 1.30
§2 — g2 1_'_("1’_%)
Yp T Oy
P n SSxx 120
(for large n, the mean of y at each %
point is well predicted (Cl is narrow)) £110
® N X CM3215 Fall 2014 data
Prediction interval: 1.00 - +95%C]
—-95%Cl
Yp = (fflxp + B) + Zsyk - - - -trendline
v 2 090 - = -95%PI|
1 X, — X - — -95%PI
si =s3, 1+—+M
P , n S8, 0.80 f !
0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0
wt % sugar
(Notice that = 95% of the data
points fall within the PI; that’s what it
means to be a Pl.)
35 © Faith A. Morrison, Michigan Tech U.
Ordinary, Least Squares,
Regression
Aqueous Sugar Solutions, 20°C, 2014
1.40
by
1.30
1.20
E
]
2110
® X CM3215 Fall 2014 data
1.00 pae +95%Cl
—-95%Cl
= == -trendline
Note: if your data are replicates (data taken ~ — osupl
repeatedly at chosen x values), do not pre- = = 5Pl
average the y-data and follow-up with a ‘ ‘
. 20.0 30.0 40.0 50.0 60.0 70.0
least-squares curve fit. Instead, use all the Wt % sugar
replicates as individual values, and let LINEST
find the least squared error among all points.
36 © Faith A. Morrison, Michigan Tech U.
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LINEST (F. Morrison)

Summary:

Uncertainty Ordinary, Least Squares, Regression

The Ordinary Least Squares Regression method
provides the equations needed to obtain model
parameters slope and intercept.

y

slope=m
intercept = b

The equations for the parameters may be used with
error propagation to obtain the variances associated A/ "

with the parameters

95% confidence intervals on the parameters are
constructed with +2¢, for large n

Forn — 2 < 6, the 95% Cl is constructed as
* t0.025n—2€5

We can construct 95% Cl on the mean value of y at a
chosen x. These Cl are used for error range on the fit.

We can construct 95% prediction intervals (PI) on a next
value of y at a chosen x. These are used for bracketing 37

likely observed next values of y. © Faith A. Morrison, Michigan Tech U.

x|y 9 4
1| X | V1|9
2 x:z YZ )A/:Z ot
n X;; Yn ;;n
Excel Summary:
Uncertainty Ordinary, Least Squares, Regression
% = AVERAGE(range) . 2 _ Sx
Sm = S5
s? = VAR.S(range) ,
e 2_c2 (L, %
s = STDEV.S(range) Sb = Syx (n + ssxx)
n = COUNT(range) Use for CI 5 , (1, (p=%)°
error bars 4°® Sy, = Syx |5 55
SSxx = DEVSQ(x-range) on y-values " e
~ ) ) 2
M = SLOPE(y-range, x-range) Use for PI{ 532@ =52, (1 + % + (x;,S x) )
b =INTERCEPT(y-range,x-range) on next e

value of y
Syx = STEYX(y-range, x-range)

LINEST (see handout)
LOGEST (look it up) a5

© Faith A. Morrison, Michigan Tech U.
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LINEST (F. Morrison)

EANE Y
AR
s
. n % |n |5,
Excel Handy List:
Uncertainty Ordinary, Least Squares, Regression

* 9(x,) = TREND(known-y’s, known-x's,x,,) for y and x related by y = mx + b

. ﬁ(xp) = GROWTH(known-y’s, known-x’s, x,,) for y and x related by y = aeb*

39

© Faith A. Morrison, Michigan Tech U.

x| Yi|Yi ”
V1|9,
Y29, b

[
R
Py

One final piece of advice:

Uncertainty Ordinary, Least Squares, Regression

Often, you can transform your data to make it linear, allowing you to use
linear regression. For example, if you know the y-data vary as the square
root of the x-data, then

y versus yx

will be linear. If data plotted with log-log scaling (using scatterplot) look
quadratic, then

log y versus log x
will be quadratic, and we can use trendline to obtain a fit:
logy = a(logx)? + b(logx) + ¢
Transforming data can greatly broaden our ability to fit empirical models

to data.
40
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awans ] T e

Statistics Quick Start:
Random Error and Replicates

Profe ssor Faizh Marrisor
e e ot Chane
wchagan s mcgal vy

awan v quzs [

Statistics Lecture 2: Statistics Lecture 3:
Reading Error calibration Error

AP —— fapes —
Peofessar Foish Moceisnn i Profes Fatth Mormison 2

< catboaimner H
[ — £ Clbom : -

g Tachnclogi lthberity Michgan B kgl Unre ity

Michiganilech

- —
Engineering
Error Analysis: [tk
5 Practical =
Lessons

Uncertainty in Least Squares
Curve Fitting: Excel's LINEST

§ S e et et

Achigan Tachn g bty

Professor Faith Morrison

Department of Chemical Engineering
Michigan Technological University

Done!
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