
EE 5220 - Lecture 34 Mon Apr 1, 2024

Topics for Today:

• Course Info: 
• Web page:  https://pages.mtu.edu/~bamork/ee5220/ 
• Book, references, syllabus, more are on web page.
• Software - Matlab. ATP/EMTP [ License - www.emtp.org ] ATP tutorials

posted on our course web page
• EE5220-L@mtu.edu (participation = min half letter grade)

• Term Project - Journal paper analysis - completed by 9am Tues Apr 9th
• Line Switching

• Single pole tripping and reclosing
• Secondary arc interruption

• Lightning - Ch.14
• Basic characteristics
• Statistical approach

• Next: insulation coordination - Chapters 15. 

http://www.ee.mtu.edu/faculty/bamork/ee5200/
https://pages.mtu.edu/~bamork/ee5220/
http://www.emtp.org
mailto:EE5200-L@mtu.edu




















In probability theory, a probability density function (PDF),
or density of a continuous random variable, is a function
that describes the relative likelihood for this random
variable to take on a given value. The probability of the
random variable falling within a particular range of values is
given by the integral of this variable's density over that
range-that is, it is given by the area under the density
function but above the horizontal axis and between the
lowest and greatest values of the range. The probability
density function is nonnegative everywhere, and its integral
over the entire space is equal to one.

In probability theory, the normal (or Gaussian) distribution
is a very common continuous probability distribution.
Normal distributions are important in statistics and are
often used in the natural and social sciences to represent
real-valued random variables whose distributions are not
known.

In probability theory and statistics, the cumulative
distribution function (CDF) of a real-valued random variable
X, or just distribution function of X, evaluated at x, is the
probability that X will take a value less than or equal to x.












