Use Spreadsheets to Estimate Modeling Parameters

Dynamic process modeling based on non-uniformly sampled data and multiple sampling runs, even for nonlinear systems, can be performed using spreadsheet implementations of the weighted-least-squares (WLSQ) and Runge-Kutta WLSQ methods.

Dynamic processes are often modeled by a set of differential equations. Depending on the modeling objectives, the process models can be obtained from either physico-chemical laws or by empirical approaches. Process models based on physical phenomena usually start with the laws of conservation supplemented by constitutive equations. The empirical approach, on the other hand, describes the behavior of the process using standard mathematical models. Both approaches require the parameters for the model’s equations to be determined with sufficient confidence that the resulting process models match the behavior of the real process.

In some applications, time-series data are obtained under uniform sampling times, often with the aid of online computerized data-logging. However, when the time-series data are obtained manually, they are not likely to be sampled uniformly over time. Moreover, time-series data are sometimes obtained from different process runs under different initial conditions and over different lengths of time.

This article discusses the least-squares method (LSQ) for parameter estimation (1), and the practical implementation of LSQ techniques using spreadsheets such as Microsoft Excel and their optimization tools (e.g., Solver).

The weighted least-squares approach

To illustrate the weighted LSQ approach for parameter estimation, consider the simplest case, where the time-series data were obtained from a single run and where the set of differential equations has been solved analytically. The predicted values can be evaluated directly using standard spreadsheet formulas.

Set up a spreadsheet consisting of one column for time data and a pair of columns for each process variable, i.e., one column for the observed data points and the other column for the corresponding predicted values. Since the objective is parameter estimation, the cells for the model parameters should be located near each other. In cases where the signals contain significant noise, the initial conditions may also be estimated, and the cells for those initial conditions should be located near the cells for the other parameters.

To each pair of columns of observed and predicted values, attach an additional column that calculates the difference. The standard approach uses the squared (residual) error, i.e., error² = (observed – predicted)². Then, set up a cell for the root mean square (RMS) value to evaluate the goodness-of-fit achieved by the process model. (The RMS is the square root of the average of all the squared errors.) When some portions of data need a better fit than other data, extra weights can be included. The resulting method is then known as the weighted least-squares (WLSQ) method.

After the spreadsheet has been created, use an optimization tool to minimize the RMS value by adjusting the parameters and initial conditions. In some cases, constraints need to be included to set bounds on the estimates as well as the stability of the process model.

Example 1: FOPDT. Empirical first-order-plus-dead-
Nomenclature

- $k$ = growth rate (Malthusian parameter) in the logistic process
- $K$ = process gain in the first- and second-order processes
- $k_{th}$ = specific rate constant for the reaction $A \rightarrow B$
- $t_{start}$ = process time and step-change point, respectively
- $t_{end}$ = 4th time instant in $t(\text{combined})$
- $t_{end}$ = maximum time instant in $t(\text{data})$, $t(\text{RK})$ and $t(\text{combined})$, respectively
- $t(\text{data})$ = set of data sampling-time points
- $t(\text{RK})$ = set of Runge-Kutta simulation-time points
- $t(\text{combined})$ = union of $t(\text{data})$ and $t(\text{RK})$, arranged in ascending order
- $\Delta t$ = 4th simulation-time interval
- $u$ = input variable in the first- and second-order process models
- $x_0$, $x_{SS}$ = state variable, initial value and steady state value, respectively
- $x_{c0}$, $x_{cp}$, $x_c$ = concentration (weight fraction) of component A, B and C, respectively; $x_{c0}$, $x_{cp}$, $x_c$ are the concentrations at $t = 0$
- $y_0$, $y_0$ = process variable and 4th sampled process variable, respectively, in a nonlinear model

Greek Letters

- $\alpha$, $\beta$ = real and imaginary part of the eigenvalues of the second-order under-damped process model
- $\delta_t$ = 4th correction in the Runge-Kutta method for the 4th simulation point
- $\lambda$ = a logistic model parameter, asymptotic initial value
- $\lambda_{c0}$ = a logistic model parameter, reciprocal of the carrying capacity
- $\eta$ = transient component of a second-order under-damped process
- $\tau$, $\tau_{0}$, $\tau_{d}$ = time constant for first-order process, second-order process and dead time, respectively
- $t_{start}$ = time instant where the step change in input variable occurs (used in FOPDT and SOUDPDT model identifications)
- $\zeta$ = damping coefficient

Time (FOPDT) models are used extensively in process control for tuning of proportional-integral-derivative (PID) controllers (2–4). Several existing methods can be used to estimate FOPDT models (3, 4). However, most of these methods rely on smoothed data to determine critical values, whereas the WLSQ method can be used with noisy data. Moreover, the WLSQ method can be applied to higher-order models with time-delay, including processes that contain inverse response behavior.

The FOPDT model for a unit step change in input variable $u$ is given by:

$$\tau \frac{dx}{dt} + x = Ku(t - \tau_{d}) + x_0$$  \hspace{1cm} (1)

where $x(t) = x_0$ for $t \leq t_{start}$; $u(t) = 0$ for $t \leq t_{start}$, and $u(t) = 1$ for $t > t_{start}$.

The analytical solution is given by:

$$x(t) = x_0$$ for $t \leq t_{start} + \tau_{d}$  \hspace{1cm} (2a)

$$x(t) = x_{SS} + (x_0 - x_{SS}) \exp \left( -\frac{t - t_{start} - \tau_{d}}{\tau} \right)$$ for $t > t_{start} + \tau_{d}$  \hspace{1cm} (2b)

where the steady-state value of $x$ is $x_{SS} = K + x_0$.

Figure 1 is a spreadsheet for estimating the FOPDT model using the data in Table 1, with $t_{start} = 2.0$, and Figure 2 compares the predicted and observed data. The data have been partitioned into three phases: the initial phase ($t < t_{start}$), the transient phase ($t_{start} < t < 10$) and the final phase ($t > 10$), and the data within the initial and final phases were weighted to be ten times the data in the transient phase. This allows for a more-accurate estimate of the process gain, $K$, which is an important parameter for tuning controllers.

Example 2: SOUDPDT. A significant improvement can be achieved by increasing the order of the empirical fit, for instance, using a second-order-underdamped-plus-dead-time (SOUDPDT) model:

$$\tau_{d}^2 \frac{d^2 x}{dt^2} + 2 \tau_{d} \frac{dx}{dt} + x = Ku(t - \tau_{d}) + x_0$$  \hspace{1cm} (3)

where $x(t) = x_0$ and $dx/dt = 0$ for $t \leq t_{start}$; $u(t) = 0$ for $t < t_{start}$, and $u(t) = 1$ for $t > t_{start}$.

![Figure 1](image1.png)
The analytical solution of the SOUPD model is:

\[ x(t) = x_0 \quad \text{for} \quad t \leq t_{\text{start}} + \tau_d \]
\[ x(t) = x_{SS} + \left( x_0 - x_{SS} \right) \eta(t) \quad \text{for} \quad t > t_{\text{start}} + \tau_d \]

(4a)

(4b)

where the steady-state value of \( x \) is \( x_{SS} \) and

\[ \eta(t) = e^{-\frac{\alpha t}{\tau_n}} \left( \cos(\beta t) + \frac{\alpha}{\beta} \sin(\beta t) \right) ; \quad \alpha = \frac{\xi}{\tau_n} ; \quad \beta = \frac{\sqrt{1 - \xi^2}}{\tau_n} \]

Using the same weights as in Example 1, the weighted least-squares estimates for the SOUPD model are:

\( K = 2.852, \tau_n = 1.979, \xi = 0.706, \tau_d = 2.263, x_0 = 2.028. \)

Figure 3 plots the results for this model.

**Runge-Kutta least-squares method**

Analytical solutions may be difficult to obtain when the process models are nonlinear. A numerical solution can be used to generate model predictions in these situations. In particular, the fourth-order Runge-Kutta method is useful for integrating the process models and supplying the predictions for the weighted least-squares method. This approach is referred to as the RKLSQ method.

For the nonlinear differential equation

\[ \frac{dy}{dt} = f(t, y) ; \quad y(0) = y_0 \]

the fourth-order Runge-Kutta method (5) applies the following update formulas:

\[ y_{k+1} = y_k + \frac{(1/6)[\delta_k^{(1)} + 2\delta_k^{(2)} + 2\delta_k^{(3)} + \delta_k^{(4)}]} \]

(6)

where:

\[ \delta_k^{(1)} = \Delta t f(t_k, y_k) \]
\[ \delta_k^{(2)} = \Delta t f(t_k + \Delta t/2, y_k + \frac{1}{2}\delta_k^{(1)}) \]
\[ \delta_k^{(3)} = \Delta t f(t_k + \Delta t/2, y_k + \frac{1}{2}\delta_k^{(2)}) \]
\[ \delta_k^{(4)} = \Delta t f(t_k + \Delta t, y_k + \delta_k^{(3)}) \]

The 4th time interval, \( \Delta t_k \), can be chosen to be uniform or can be adjusted to control the error with each update. In either case, a Runge-Kutta time sequence is obtained from:

\[ t^{(\text{RK})} = \{ t^{(\text{RK})}_0, t^{(\text{RK})}_1, \ldots, t^{(\text{RK})}_N \} \]

(7)

The time sequence can be obtained from the raw data by:

\[ t^{(\text{data})} = \{ t^{(\text{data})}_0, t^{(\text{data})}_1, \ldots, t^{(\text{data})}_M \} \]

(8)

where \( t^{(\text{data})}_0 \geq t^{(\text{RK})}_0 \) and \( t^{(\text{data})}_M \leq t^{(\text{RK})}_N \).

The two time sequences are then combined by inserting the sequence from \( t^{(\text{data})} \) into \( t^{(\text{RK})} \) such that:

\[ t^{(\text{combined})} = \left( t^{(\text{RK})} \right) \cup \left( t^{(\text{data})} \right) \]

\[ = \{ t_0, t_1, \ldots, t_p \} \]

(9)

where \( t_k \subseteq t^{(\text{RK})} \) or \( t_k \subseteq t^{(\text{data})} \), and \( t_{k+1} > t_k \).

The Runge-Kutta method is then applied to the combined time sequence to generate the model predictions. The new sampling intervals, \( \Delta t_k \), will likely be non-uniform when the real data are not sampled uniformly. Since the time-sequence insertion procedure yields smaller time intervals in the neighborhood of the insertion points, the convergence behavior of the the Runge-Kutta method guarantees that the accuracy of the corresponding predicted values will not be reduced (5).

The Runge-Kutta predictions of the process variables at the times corresponding to the data time sequence are extracted and aligned with the values of the process vari-
data in Table 1 to obtain initial estimates of the modeling parameters. The parameters are then estimated using Solver, with some additional constraints applied to guarantee bounds on the simulation results, as shown in Figure 5. In this case, the initial condition was fixed at \( x_0 = 2.00 \).

The parameters for the logistic model were then estimated to be: \( k = 0.879 \), \( \epsilon = 1.972 \) and \( \lambda = 0.330 \). A plot of the logistic model with estimates obtained from the RKLSQ approach is shown in Figure 6.

### Parameter estimation based on multiple data sets

Sometimes the data used for parameter estimations come from different runs of the same process. The various runs may have different initial conditions or operating conditions but share the same subset of parameters. In this case, one worksheet is allotted for each data set, while another worksheet contains all the parameters and initial conditions. Figure 7 shows one possible arrangement of worksheets.

#### Example 3: Reversible reactions

Modeling parameters need to be estimated for the isothermal reversible reactions of chemicals A, B and C shown in Figure 8. When all are first-order reactions, an analytical approach that applies linear algebra to find the kinetic constants by matching straight-line reactions with eigenvectors of the linear system (6) is applicable.

The theory, however, breaks down when the reactions are not linear, such as the reactions in Figure 8, which are all first-order except the forward reaction from A to B, which is a second-order reaction. In this case, the RKLSQ approach can handle the parameter estimation as follows:

\[
\frac{dx_a}{dt} = -k_{ab}x_a^2 - k_{ac}x_a + k_{ba}x_b + k_{ca}x_c \\
\frac{dx_b}{dt} = k_{ab}x_a^2 - k_{ba}x_b - k_{bc}x_b + k_{cb}x_c \\
x_c = 1 - x_a - x_b
\]  

(11)
with initial conditions $x_0(0) = x_{a0}$, $x_1(0) = x_{b0}$ and $x_2(0) = x_{c0}$.

Now consider the data in Table 2 for multiple runs of this reaction system. The data were obtained by simulating Eq. 11 using the data in Table 3, and including measurement noise.

Using the add-in tool RK4, a spreadsheet can be generated that implements the scheme shown in Figure 7 to handle multiple data sets (see box on p. 50). Figure 9 is a snapshot of the spreadsheet using RK4 to analyze the data in Table 2 to obtain initial parameter estimates. In this example, minimizing the value of the RMS adjusts the initial conditions automatically. Table 3 compares the estimated parameters, i.e., the kinetic rate constants for the reactions, to the original values used to generate the data in Table 2. The response of the system using the parameters obtained from the RKLSQ approach and the data are shown in Figure 10.

The relative error for $k_{bc}$ is about 16%, which is due mainly to the fact that $k_{bc}$ is so much smaller than the other constants (about an order of magnitude). The other parameters are within ±4% relative error.

Closing thoughts

The weighted-least-squares method for parameter estimation can be efficiently implemented in spreadsheets for problems involving non-uniformly sampled data as well as multiple sampling runs. For nonlinear systems,
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Case 1: Logistic Model
First, create a text file that includes the model statements shown in the box (below left), and save it as an "R4K file. Next, open an Excel workbook and activate RK4. When the front panel appears, open the R4K file, and go to the "Initialization" tab. Select the "Parameter Estimation" option, and enter the name of the data file. Follow the procedures required to match data columns to variable labels, and a spreadsheet similar to Figure 4 should appear.

```
RK4 Model File for the Logistic Model
```
dt: 0.1
```
[x] Initial Value: 2, [epsilon] Initial Value: 2
[u] Initial Value: 1
k, Value: 2
```
```
Case 2: System of Reversible Reactions
Create a text file that includes the model statements shown in the box (below right), and save it as an "R4K file. Follow the same steps as for Case 1, except three separate data files will need to be downloaded. This will alert RK4 to allot one worksheet for the parameters and three more worksheets corresponding to each of the data sets.

```
RK4 Model File for the System of Reversible Reaction
```
dt: 0.01
```
[xa], Initial Value: 0.3, Deriv: -kab*[xa]*2-kac*[xa]*kba*[xb]*kca*[xc] kbc*[xb] [xc], Initial Value: 0.5, Deriv: kac*[xa]*2+kbc*[xc]-kba*[xb] kca*[xc], Eqn: 1.1
kab, Value: 2
```
```
Case 1: Logistic Model
```
```
Figure 9. In this spreadsheet, the model parameters are in the main worksheet, while the three data sets are handled in the Case1, Case2 and Case3 worksheets.
```
```
Figure 10. The modeled responses of the reaction system agree well with the data in Table 3.
```
```
```
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