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Controlling Code
Those against the increasing privatization of the Internet have stressed the
significance of its end-to-end design and free software care. Larry Lessig,
in particular, has stressed that “code is law”—decisions that once took
place at the level of legislation are now taking place at the level of code. -
Architecture is therefore politics—the early pioneers, who conflated the
Internet with freedom and democracy, Lessig argues, took its code and
architecture for granted. Yet code, contrary to Lessig’s assertion, is not
faw,™ It is hetter than law; it is what lawyers have always dreamed the
Jaw 1o be: an inhumanly perfect “performative”™ uttered by no one, Unlike
any other law or performarive utterance, code almost always does what it
says because it needs no human acknowledgment (Lesstg himself, while
declaring code is law, claims that code has supplanted law: code, not law, !
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increasingly “solves” social problems).”® Moreover, whereas a law’s effec-
tveness depends on enforcement (self- or otherwise), code’s enforcement
stems from iself. Code can be sidestepped or broken, but only via techno-
logical savvy. Code’s colonization of the political makes it a battleground
for democracy. According ro Lessig, the Internet both weakens govern-
mental sovereignty and strengthens it through governmental collusion
with corporations: *T'he invisible hand of cyberspace is building an archi-
tecture that is quite the opposite of what it was at cyberspace’s birth. The
invisible hand, through commerce, is constructing an architecture that

perfects control—an architecture that makes possible highly efficient reg-

ulation.”®” The commercialization of the Internet, its rransformation into
a “secure” marketplace, facilitates control and thus regulation: the inter-
ests of commerce and governmental regulaton coincide perfectly, making
the dispute between commercial organizations and the US. legislature
over the CDA seemn a screen for a more profound callusion.

For Lessig, perfect control signals the demise of democracy: corpora-
tions or governmental powers can usurp public decision making through
code, thereby rendering cyberspace less free than the “real world.” In
order to ensure democracy, code must not be owned. Lessig contends,
“If the code of cyberspace is owned (in a sense that I describe mn this
book), it can be controlled; if it is not owned, control is much more diffi-
cult. The lack of ownership, the absence of property, the inability to direct
how ideas will be used—in a word, the presence of a commons—is key 1o
limiting, or checking, certain forms of governmental control.”! In this ar-
gument, Lessig conflates corporate with governmental regulation, mans-
parency with publicity, and cyberspace with market capitalism, rendering
invisible the specific decisions that led to the “ownership” of code. To
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Lessig, code “not owned” is code protected by GINU's Not Unix (GNU
g | ¥
public license or open source. [f a program uses the GNU public license

(also known as copyleft), others are free to use this code, bot they ton must
nmake their source code available. Transparency, not actual ownership of
either the code or the systent it runs on, thus detines “lack of ownership”
and transparency grounds political action, “*Omly when regulation is trans-
parent is a political response possible,” contenils Lessig® ransparency
also guarantees demacracy. Open source is “democracy brought to cade,”
Lessig states, because “an open source code system can’t get oo far from
the will of the users without creating an important incentive among some
users to push the project a different way, And this i tom means the
platform cannot act strategteally against s own.™™ “Open souree”
hecomes a (liberal) check to corporate and governmental power, a means
by which, for Lessig, “we hald a world where freedom can Nourish noe
by removing from society any sclf-conscious control; we build a world

where freedom con fHourish by seutting ivin a place where o particular

kind of self-conscious comivol survives.™ With Jeremy Bentham—esque
optinism, Lessig assumes that readability ensures demoeracy (those who
can vead the code will read it and “wood™ consensus will ainerged and
that open means public, open means common. Also like Bentham, Lessig
muakes selt-conscious control—the internalization of conerol the ol
(although unlike Bemthum, sclf-conscions control leads 1 greater free-
dom). Ne matter how transparent o systent is, though, an invisible handd
(of cyberspace) cannot be seen—and this parados, stenmining from Lessig’s
conflation of cyberspace and markeplace, reveals his project’s limies.
Lessiy™s second book, Fhe Farre of fdeas, stresses e inporanee of
TCPAP racher than software applications (the previous quotations an
open source are taken from The Fored Tnernet protocols “embedided
principles in the Net,” wrires Lessig, Cconstructad an innovation connoons

ar the code layer. Through running on other people’s praperty, this com-
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mons invited anyone to innovate and provide content for this space. It
was a common market of innovation, protected by an architecture that
forbade discrimination.”®* To make this argument—that TCP/IP opened
(then) state-owned space, and ensured democratic access ta the backbone
and its source code—Lessig erases other key issues, such as the influence
of academia’s “open” soucture of knowledge on Internet development,
the relatvely novel concept of software as a commodity, and resoicted
access to “‘end machines” (commercial gateways may make discriminatory
routing decisions, but they also enable greater access). Lessig, like John
Stuart Mill, also assumes control and innovadon are inversely correlated:

The architecrure of the original Internet minimized the opportunity for con-
trol, and that environment of minimal control encourages innovation. In this
sense the argument is linked to an argument about the source of liberty on the
original Internet. At its birth, the Internet gave individuals great freedom of
speech and privacy. This was because it was hard, under its original design,
for behavior on the Net to be monitored or controlled. And the consequence
of its being hard was that control was rarely exercised. Freedom was purchased
by the high price of control, just as innovaton is assured by the high prices of

control 50

According to Lessig, content and code are parallel systems: the increasing
commercialization of networks endangers freedom ar both levels by im-
plementng easier conwrol mechanisms and rendering the architecture less
democratic (but again, the commercializadon of the Internet has led to

more democratic access). Remarkably, the assumption that control was
rarely exercised because it was hard to do so and that conerol is antithetical
to freedom and innovation overlooks the very operations of TCP/IP
{(Transmission Cenzrol Protocol/Internet Protocol).

Alex Galloway, in his analysis of TCP/IP and the bureaucratc struc-
tures supporting protocol development, reveals this glaring paradox: “The
exact opposite of freedom, that is control, has been the outcome of the last
forty years of developments in networked communications. The founding
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principle of the net is contral, nat freedom. Control has existed from the
beginning."®’ Significantly, for Galloway, protological control is “a differ-
ent type of conrrol than we are used to seeing. It is a type of control based
in openness, inclusion, universalism, and flexibility. It is contol borne
from high degrees of technical (organization), no this or that limitation
on individinal freedom or decision making (fascism).” And so, a “genera-
tve contradiction” praduces apen technology: “In order for protocol to
epable radically distributed communications between antonomous entities,
it must employ a strategy of universalization, and of homogeneity. It must
be ano-diversity. 1t must promote standardization n order to enable
openness,” Galloway remarks.®" Computer protocals do not tolerate
deviations- -if not followed exactly, compatibility problems will (and often
do) occur. If protocols are “antidiversity” because they rely on a conwnon
langnage, however, what entry/system is not antidiversity? What do we
mean by diversity? Also, is freedom the exact opposite of control? What
precisely is the reladonship berween medium and content?

Galloway does not simply condemn protelogical logic, for “it is
through protocol that we must guide our efforts, not against it.”"*’ Resis-
tance, like control, is generated from within the protological field. He
thus turns to wedeal media as an effective means of exploiting the “faws
in protological and proprietary comimand and contrel, not to destoy tech-
nology, but to sculpt protocol and make it beuwer suited to people’s real
desires. Resistances arc no longer marginal, but active in the center of a

society that opens up in networks.”’? Galloway’s insistence that resistance
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and control constitute, rather than limit, the protological system is crucial,

hut his nodon of sculpting protacol to people’s real desires is problematic.
As T discuss in more detail in chapters 3 and 5, the reladon between
technology and desire is highly mediated and slightly paranoid: “people’s
desires” too are generated by the system. More important, control and
freedom are not opposites but different sides of the same coin: just as dis-
cipline served as a grid on which liberty was established, contral is the ma-
trix that enahles freedom as openness. There is, in this sense, no paradox,
but there is sdll a quesdon of freedom—of a rigorous sense of freedom,
of freedom, as Jean-Luc Nancy arpues, as an experience. In contrast to
Lessig and Bentham, publicity, understood as open publication, is not de-
mocracy. {Bentham viewed open publicadon as key to the Panopticon, the
disciplinary mechanism par excellence: the only way a Panopticon owner
could lose his franchise was by failing to publish his records.) Jodi Dean in
Publicity’s Secret: How Technoculture Capitalizes on Democracy maintains that
elecronic versions of publicity undermine democracy by magnifying dis-
trust and antagonism rather than rational public discourse. Publicity, she
asserts, is the ideology of technoculture; it creates conspiracy theorists
and celebrity subjects.

Openness may itself not be democracy, but the openness enabled by
communications protocols can point toward this other freedom. Free soft-
ware, for instance, is not autonomeus but creates a structure of sharing.
Open source, with its use of an extended creator base made possible by
the Internet, pushes this structure further. As well, open source and free
software, by belonging t no one, makes democratic struggle possible,
makes their code functionally analogous to a public place. As elaborated
in more detail in chapter 3, at the heart of democracy lies an empty space:
Claude Lefort in Democracy and Political Theory argues that because public
space belongs by rights to ns one, because this space cannot be conflated
with the majority opinion that may emerge from it, it guarantees democ-
racy.’! If Lefort’s main concern, writing in the 1980s, was totalitarianism
and the welfare state, [ am now, writing at the beginning of the new mil-
lennium, concerned with the increasing role of private corporations in
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“public space™ and language. Lefort and Thomas Keenan citing Lefort
leave their readers with a dangling promise on which they do not deliver
—namely, that they will retum to the fact that specific individuals or cor-
potations can own public space. This question is even more pressing now,
beeause the problem facing us at present is, What happens when the en-
tity seeming to enforce equality and equal rights s the private corporation
instead of the state? What happens when democratic disincorporation
stems from consumption rather than vodng—when cqual rights seem
mainly to guarantee gccess to buying, and when, at the same time, bigoted
groups such as the Boy Scouts of Ammerica are sanctioned as serving public
interest® This is net to say that publicity is not possible within privately
“owned” spaces. This meaus, however, that we need to address the rela-
tonship Letween private/public/poligeal and the transformation of the
private/public binary to an open/closed one. Shopping malls and ciy
parks may both he public (or perhaps wore properly open) spaces, but
they are not equal. Open or free software may he nice, but they leave
uninterrogated rhe question of proprietary hardware and structures of in-
equality that make it impossible for a good number of workers who create
hardware to access software, open or not.

Crucially, both frec or open source software are not inherently demo-
crabe, representative or otherwise. Although these movements and their
products are theoretically open to all, participation depends on education,
financtal security, letsure time, and so forth, and the final decisions on
which revisions get included often lic with one person. Linus Taorvalds,
who makes the final decisions regarding Linux, is arguably a benevolent
dictator, and Richard Stallman, the frec software guru, is not known for
his democratic tendencies. Sull, these movements are not inherently
undemacratic cither—one can easily hmagine them operating under a
structure of representative or even Arhenian denocracy {without the ex-
clusion of women and siaves). The Internet opens up possibilives for
reimagining  democracy and  democratic structures. What is crucial,
thaugh, is that the “voluntarism” driving these movements and the divi-
sion of labor that makes then possible be interrogated.

The Power of Touch

Reducing the Internet to a technical protocol and stressing high-tech Ori-

entalisim as a tool for navigation elides the inportance of racial and gender






