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Abstract—A computational model is developed to study the effect of coupling of thermally activated and
drag-dependent processes during dislocation motion through an array of obstacles in metals. The model
explicitly includes three successive, reiterative stages typical of such motion: the thermally activated break-
off from an equilibrium position; accelerated drag-dependent motion; and the transition to the next equilibrium
position controlled by the two previous stages. Calculation results are presented over a wide range of dislo-
cation velocities, applied stresses and temperatures for a prototype f.c.c. metal close to copper. The presented
model is also the first step for explaining quantitatively experimental findings regarding the effects of the
SN transition on dislocation motion and plasticity in superconductors. 2001 Acta Materialia Inc. Published
by Elsevier Science Ltd. All rights reserved.
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1. INTRODUCTION

Dislocations define plastic deformation and its fea-
tures in all crystalline materials. In computer simula-
tions of dislocation behavior, the relationship between
the velocity of individual dislocations and the applied
stress is of increasing interest. Manyin situ straining
electron microscopic studies have shown that the dis-
location glide in many materials is intrinsically jerky
and consists of successive fast runs of dislocation seg-
ments from one local obstacle to the next, as evi-
denced in Messerschmidt [1]. Numerous experimental
measurements of the average dislocation velocityv as
a function of the applied stresss and temperatureT
have also demonstrated that there are two different
regions in the dependencev(s,T) , with quite different
dislocation behavior. In one region (roughly between
10�6 and 1 m/s),v(s) is non-linear, and obstacles
have a strong effect on the velocityv. In the other
region (above about 1 m/s),v(s) is linear and only
weakly depends on obstacles. The temperature depen-
dence of the velocity in the first, lower-velocity
region obeys Arrhenius-type law, i.e. the velocity
increases with temperature; in the second region the
temperature dependence is reversed.
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There is a general consensus on the predominant
mechanisms responsible for these velocity features. In
the first region, the dislocation motion is thermally
activated, and local obstacles of various types and the
Peierls lattice barrier control the glide resistance; in
the second, the motion is drag-dependent, and
phonons and electrons are responsible for the drag
resistance. Two-dimensional computer simulations,
computational studies, and analytical calculations
have made major contributions to the current under-
standing of many details of these mechanisms, as
documented in Kaganovet al. [2] Kocks et al. [3],
Nadgorny [4], Alshits [5], and Indenbom and Cher-
nov [6]. Traditionally, however, these two regions are
considered separately, and only in several studies
attempts have been made to combine them. The first
calculations of the dislocation velocity that explicitly
included both a dislocation drag and point obstacles
were performed by Frost and Ashby [7]. However,
they considered only regular obstacles arrays and neg-
lected both obstacle randomness and dislocation iner-
tia. Suenaga and Galligan [8], Granato [9], and Kom-
ada and Yoshiyama [10] proposed independently a
phenomenological dislocation inertial model for an
enhanced plasticity in superconductors. The model
suggests that a moving dislocation can overcome
obstacles by inertial overshooting if the dislocation
velocity is high enough. Such a situation can occur
when dislocation segments undergo a transition from
the damped to underdamped state due to a change in
the dislocation drag. Although the inertial model
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seems to be promising, Estrin [11] showed that any
considerable effect of inertia, as suggested by the
model, could be realized only in the vicinity of the
critical (athermal) stress. Schwartz and Labusch [11,
12] were the first to combine the thermally activated
and drag-dependent mechanisms more adequately but
their model could be applied only to rather high velo-
cities, again near or above the critical stress. Landau
[14] suggested a more consistent approach: he con-
sidered both of the two main mechanisms together at
the low-velocity regime and showed how to
implement the inertial effect through a number of
obstacles overcome athermally; however, he made
several mistakes in the calculations. Isaac and Gran-
ato [15] criticized the Landau model as not based on
physical principles. They proposed their own model
exploiting the equations of Brownian motion and
applying them to dislocation motion. However, since
they developed essentially a one-dimensional model,
they were unable to take into consideration obstacle
randomness and other features of the two-dimensional
dislocation motion.

As a first step in comprehensive computing the dis-
location velocity in metals over a wide range of
stresses and temperature, a general model of dislo-
cation motion is developed. This paper discusses the
physical arguments for the model based on computer
simulation results and an extension of the Schwartz–
Labusch and Landau models. We consider the dislo-
cation motion in two dimensions through an array of
N random obstacles and show how to include
explicitly the dynamic inertial breakaway of
underdamped dislocation segments in the model. We
briefly review the existing theories of the dislocation
drag coefficient and estimate its main phonon and
electron contributions, including effect of the Peierls
barrier, to establish possible ranges of the dynamic
effect. Next, we use a model material (with a copper
as a prototype) to calculate the stress, temperature and
obstacle density dependences of the dislocation velo-
city. Finally, we show that the model is in good
agreement with experiments on dislocation mobility,
yield stress and the strain rate sensitivity.

2. MODEL DESCRIPTION

2.1. Model basic concepts

Several assumptions are made in the present study,
all of them being in agreement with numerous com-
puter simulations of thermally activated dislocation
motion. The dislocation of the Burgers vector b is
considered as a flexible string able to bow out in a
glide plane between N identical discreet obstacles ran-
domly distributed with the average spacing L. The
dislocation has a constant line tension � = mb2/2,
where m is the shear modulus. The applied shear
stress s causes each dislocation segment to bow out
to an equilibrium radius of curvature, R = �/bs. The
stress s is reckoned from the Peierls stress tp, which

is assumed to be tp = 2×10�5 m. When far from the
obstacles, the dislocation glides against a drag resist-
ance represented by the temperature-dependent dislo-
cation drag coefficient B. No relativistic effect is
included in high-velocity dislocation motion [16].
When closer to the obstacles, the dislocation is
opposed by an obstacle resistance represented by the
obstacle–dislocation interaction energy. (An example
demonstrating how to include the obstacle resistance
into conventional calculation of the dislocation velo-
city is presented in Appendix A.) The critical angle
of attack 0c represents the obstacle strength, so that
the force F exerted on any obstacle by the dislocation
at an equilibrium stable position is less than the criti-
cal force, F�Fc = 2� sin(qc/2) [17]. The obstacles are
considered weak, 0�qc�p/10, so that the interaction
between the arms of the dislocation at an obstacle can
be neglected and the quasi-straight line approximation
[18, 19] is satisfied. The dislocation is moving (with
no climb) in the y-direction and oriented along the
x-direction on average. After “waiting” in its stable
position, the dislocation is released by thermal acti-
vation from the obstacle with the shortest waiting
time tw [20–22]. Then the dislocation glides to the
next stable position for a running time trun crossing
running distance l. If, however, the dislocation
impact velocity at moment when the dislocation
touches the encountered obstacles is high enough to
satisfy an underdamped condition, dynamic break-
away takes place without thermal activation. In per-
fect analogy to the thermally activation models [14,
20], the total dislocation velocity becomes

vtotal � l/(tw � trun) (1)

where the average running distance l, the average
waiting time tw and the average running time trun

should be calculated to find the total dislocation velo-
city.

2.2. The activation free enthalpy and waiting time

Any modeling of thermally activated motion of dis-
location among random obstacles requires detailed
knowledge of the dislocation–obstacle interaction to
calculate the activation free enthalpy �G. In Appen-
dix A an example of such calculation is presented in
the case of an edge straight dislocation moves in the
stress field of a dilatation center when an analytical
solution is possible. Since �G can be obtained ana-
lytically only in limited cases, an empirical
expression [3, 4] is usually used,

�G∗(F∗) � �G/G0 � [1�(F/Fc)p]q � (2)
(1�F∗p)q

where G0 is the total free enthalpy, and the phenom-
enological parameters p and q describe the obstacle
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force profile, 0�p�1 and 1�q�2 [3], cf. Appendix
A. Such an expression is extensively applied in com-
puter simulations of dislocation motion with various
sets of the phenomenological parameters, and some
examples are shown in Fig. 1. As can be seen, all
of the curves are relatively close, except the linear
dependence (a) representing box-shaped obstacles.
The free enthalpy �G*(F*) derived in Appendix A
(curve d) is in the middle. Computer simulations
show that the different dependences �G*(F*) not
only result in a qualitatively similar dependence
v(s,T) but also reveal the same typical features of dis-
location motion [23].

In order to calculate the average waiting time tw
consistent with equation (2), scaling relations
obtained from either the Friedel steady-state propa-
gation model or computer simulation results can be
used [3]. From generalized Friedel relations [4], the
average dislocation segment length l and the critical
stress sc, (which corresponds to Fc [17]) are

l � aL(s/t0)�1/3 (3)

sc � aFt0 sin3/2(qc/2) (4)

where t0 = 2�/bL is the Orowan stress, and the coef-
ficients a and aF are of the order of one. Since the
dislocation exerts the average force F = bsl on the
obstacles, combining equations (3) and (4) yields the
scaling law for the reduced force F* and the reduced
applied stress s∗ = s/sc in a form of

F∗ � a(aFs∗)2/3 (5a)

In his original model, Friedel [24] suggested that
a = aF = 1; more sophisticated analytical calculations
[18, 19, 25] showed later that a might be between
0.564 and 0.734, and aF between 0.95 and 1.082,

Fig. 1. Dependence of �G* on F*, equation (2) for
p = q = 1 (curve a); p = 1 and q = 2 (c); p = 0.63 and
q = 1.63 (d, according to Appendix A); p = 1/2 and q = 2 (e);

Schwarz–Labusch potential [12] (b).

depending on chosen assumptions. Computer simul-
ation [20] gives almost the same scaling law,

F∗ � (geffs∗)2/3 (5b)

where the statistical coefficient geff�1.05 reflects the
fact that the activation events occur not always at the
“average” segment; additionally, geff is the same
regardless of the choice of �G*(F*) in equation (2)
[20, 21, 23]. Equations (5a) and (5b) can be combined
to give

F∗ � (hs∗)2/3 (5c)

where factor h represents either a and aF or geff. Equ-
ation (5c) converts the free enthalpy �G*(F*) of equ-
ation (2) into the effective free enthalpy �G∗eff(s∗)
yielding

�G∗eff(s∗) � �Geff(s∗)/G0 � [1�(hs∗)2p/3]q

(6)

and, correspondingly for the average waiting tune tw,

tw
�1 � nd exp(��Geff/kT) � nd exp (7)

(��G∗
eff/T∗)

where nd is the dislocation attempt frequency,
T∗ = kT/G0 the reduced temperature, k Boltzmann’s
constant. Obviously, any obstacle profile can be
incorporated in equation (7) using the scaling law.

2.3. The running distance, the running time and
dynamic inertial effect

To calculate the average running distance l and the
running time trun with explicit dislocation inertia, we
first consider their static quantities. The running dis-
tance l can be obtained from the average area ā swept
out by the dislocation between the successive acti-
vation events. Since ā = ll, as consistent with the
Friedel model and computer simulations, we need to
know first the swept area dependence ā(s,T). The first
simulations of thermally activated dislocation motion
[20, 21, 26] reveal that the swept area depends
strongly on the applied stress s and only slightly, if
any, on temperature. The average swept area ā equals
L2 at low stresses, which means that on average each
obstacle in the array has to be overcome through ther-
mal activation, and the athermal breakaway is negli-
gible. As stresses increases above about 0.3sc, more
and more obstacles satisfy the breakaway criterion
q�qc, and ā increases dramatically. Finally, at
s = sc the dislocation is able to move through the
entire array after the first activation, so that ā = NL2.
An additional point to emphasize is that the dislo-
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cation velocity was found to be practically the same
if calculated either from the total swept area and the
total glide time or from the average area ā per acti-
vation event and the average “expectation” time tw

given in equation (7) [20, 21] Therefore, the stress-
dependent running distance l(s) can be obtained as
l = ā/l from ā(s). It is convenient to express l(s) not
through ā but through the increase da of the swept
area relative to the average area per obstacle, L2, as

da � �ā/ā � (ā�L2)/ā. (8)

In this case, da(s) is within the range between 0
and 1. Since the stress dependences of neither ā nor
da have been derived analytically so far, we use the
available computer simulation data [14, 20, 21] to
obtain da(s*) in an empirical form through fitted
parameters as†

da � exp{�p1[1�s∗]p2(s∗)�p3� (9)

where p1 = 1.73, p2 = 1.93, and p3 = 1.19. Then from
equations (8) and (9), l becomes

l � L2/(1�da)l (10)

To find the running time trun, we use the equation
of motion of a unit dislocation length,

mv(dv/dy) � Bv�bs � 0 (11)

where y is the direction normal to the dislocation
moving with the velocity v = dy/dx, m the dislocation
effective mass, m�rb2/2‡, and B the dislocation drag
coefficient. The dislocation curvature can be neg-
lected in equation (11) assuming R�1. Then

trun � �tr ln[1�(vi/vvisc)] (12)

where vvisc = bs/B is the viscous velocity, tr = m/B
the relaxation time, and vi the dislocation impact velo-
city at the static equilibrium position. Notice that the
average running velocity vrun = l/trun is not equal to
the viscous velocity in the general case, contrary to
assumptions made by Landau [14, 27].

Equation (11) also allows connecting the impact
velocity vi with the running distance l, since

† Landau [14] first introduced a similar function through
a fraction of obstacles overcome athermally.

‡ Relativistic effects can be incorporated using a rela-
tivistic expression for the effective mass m in equation
(11) [16].

l � �
l

0

dy � �
vi

o

vtr
vvisc�v

dv (13)

so that solving equation (13) in a form of

l(vi) � trvvisc �	
j � 2

(vi/vvisc)j/j! (14)

we finally obtain vi as an inverse function of l,
vi(l) = l�1[l(vi)].

Dynamic effects can be expected when the driving
force varies abruptly, for instance, when the moving
dislocation meets with obstacles; additionally, the
moving dislocation should have enough kinetic
energy or, equivalently, the drag coefficient B should
be small enough so that dislocation motion can be
underdamped [3, 8–10]. Then the dislocation after an
activation event can reach a dynamic overshooting
configuration at the next obstacle so that the dislo-
cation angle of attack becomes larger than the static
angle q. This results in an increase of the dislocation
force on the obstacle above the static force F. Such
an effect can be taken into account by a dynamic
parameter d, if we include into equation (11) an
additional term, �(∂2y/∂x2), and solve it with standard
boundary and initial conditions, y(nl,t) = 0 and
∂y(x,0)/∂t = vi. Then the dynamic (time-dependent)
solution yd and static solution yst are

yd(x,t) � e�g�	
n � 0

(Cn cos wnt (15a)

� Dn sin wnt) sin knx

yst(x) � bsx(l�x)/2� (15b)

where g = B/2m = 1/2tr, kn = (2n + 1)p/l, wn =
(cs

2k2
n�g2)1/2, cs is the speed of shear waves, Cj = �

4bs/�lk3
j , and Dj = gCj/wj + 4vi/lwjkj, so that we can

define the parameter d as

d � 1 � (∂yd/∂x)/(∂yst/∂x)|x,t (16)

From equations (15a), (15b) and (16) and at the
maximum overshooting (at t = tmax), the parameter d
is now

d � 1 � e�gtmax �	
n � 0

�
8 cos wntmax

p2(2n � 1)2 � (17)

��
8g

p2(2n � 1)2 �
8vi�

bsl2�sin wntmax

wn

.

As can be seen, the parameter d reflects an average
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dynamic increase of the force F exerted on an
obstacle by underdamped dislocation segments of
quasi-straight dislocation. Such a parameter was
introduced in somewhat simplified and different form
in the first inertial models [8–10]. However, its appli-
cation for dislocation motion was completely differ-
ent and, as shown later [11], was valid only at stresses
close to sc. It is seen from equation (17) that d
depends explicitly not only on the applied stress but
also on the drag coefficient B through the coefficient
g. Since only a short time is required for the dislo-
cation to cross the activation path yu–ys (as specified
in Appendix A), the largest first-order term in the ser-
ies of equation (17) is of main importance. The higher
order terms can be neglected since they correspond
to longer waves and affect only the specific shape of
dislocation line. Such a definition of d neglects
“unzipping” processes, e.g. such as observed in the
first computer simulation of dislocation motion
through an array of random obstacles at T = 0 K [17].
However, the simulation of thermally activated dislo-
cation motion [21] revealed no “unzipping” ; instead,
the average distance between successive activation
sites (which can characterize the “activated
unzipping” ) was found to be in a range between about
4l and 30l, depending on temperature.

Introducing now the critical drag coefficient
Bc = 2p�/lcs to normalize B as B∗ = B/Bc [12] yields

d � 1�
8
p2e

�gtmax cos w0tmax �
4
p2 (18)

��2 �
vi/vvisc

B∗2 � B∗
√1�B∗2e

�gtmax sin w0tmax

tmax �
B∗

2g√1�B∗2 (19)

�p � 2tan�1
B∗[2�(vi/vvisc)]
(vi/vvisc)√1�B∗2�.

As stress increases and/or temperature decreases,
B* becomes smaller until at B∗�1 the underdamped
conditions are reached, d
1, and breakaways start
occurring more often than under the overdamped con-
ditions d�1. Obviously, the average swept area ā and
the increase da are not described any more by equa-
tions (8) and (9) since they should be converted into
dynamic quantities ād and dad, together with ld. We
can obtain them using the scaling relation of equation
(5c): a dynamic increase of the force F* by the
dynamic factor d is translated into the respective
increase of the stress s* as s∗d = d3/2s∗ in equations
(9) and (10). Then the average total dislocation velo-
city of equation (1) becomes

vtotal � (20)
L2

l(1�dad){v�1
d exp(�G∗eff/T∗)�tr ln[1�(vi/vvisc)]}

where l and �G∗
eff depend only on s, tr only on T,

and dad, vi and vvisc on both s and T.

3. EVALUATION OF DRAG COEFFICIENT

3.1. Phonon drag mechanisms

In the previous section, we demonstrated how to
derive the dislocation velocity expression taken the
dynamic effects into account. Since they depend on
the drag coefficient B, we now consider in more detail
the temperature dependence B(T). Experimental data
are in a good agreement with theoretical predictions
but available only for several metals; therefore, we
use a recent comprehensive overview given by Alsh-
its [5] to calculate main contributions into B(T) . We
start with the phonon drag theory, the underlying con-
cept of which is the phonon–dislocation interaction
as a main mechanism of energy dissipation leading
to a viscous drag on the moving dislocation.
Additionally, all the specific drag mechanisms should
be considered within the framework of the same con-
sistent formalism. Correspondingly, three main
phonon contributions into dislocation drag are dis-
tinguished: the flutter mechanism is dominant at low
temperatures, the phonon wind mechanism at inter-
mediate temperatures, and phonon–phonon interac-
tion at higher temperatures. Several other possible
phonon mechanisms are neglected as insignificant [5].

The flatter contribution Bfl appears due to processes
of reradiation of phonons by a dislocation oscillating
in the thermal field of the lattice. The theory predicts
Bfl�T3 at temperatures much lower than the Debye
temperature qD. Anharmonic strain field scattering of
phonons by the moving dislocation is responsible for
the so-called phonon “wind” contribution Bw. At low
temperatures, Bw�T5 but the dependence changes into
linear at higher temperatures. The slow-phonon vis-
cosity mechanism might be important if the dislo-
cation is oriented parallel to the group velocity of
phonons from flat regions on the isofrequency surface
of the phonon spectrum. The contribution of this
mechanism, Bvs into the total drag can be comparable
with Bw at high temperatures but it depends on spe-
cific features of the phonon spectrum of a given
material.

The numerical calculations for typical metals show
that the combined phonon contribution, Bph, is less
than about 0.1 µPa·s at low temperatures of T�
10 K and between 30 and 80 µPa·s at room tempera-
ture. The contributions of the discussed phonon
mechanisms are shown in Fig. 2 at 0�T�qD calcu-
lated [25] for a model material with copper para-
meters, with a dislocation cutoff radius of r0 = 3b and
Murnaghan’s factors for copper elastic constants of
the third order according to [5]. The analytical
expressions for each contribution into B(T) are also
taken from [5].
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Fig. 2. Relative contributions of main drag mechanisms into
the total dislocation drag coefficient Btotal.

3.2. Effect of the Peierls barrier on dislocation drag

Although our model assumes that the dislocation–
obstacle interaction is predominant in the resistance
to the dislocation glide, the Peierls barrier tp might
affect the dislocation drag. Theoretical studies show
[5] that the Peierls barrier can be responsible for two
types of mechanisms: additional energy dissipation
because of oscillation of the strain field of a dislo-
cation during its viscous motion over the barrier and
a “dry radiation friction” component. The former
results in a new drag contribution BRam, mainly due
to inelastic (Raman) scattering, where BRam has the
same functional form as Bw. Then the contribution
can be presented as BRam = IBw, where I is a tempera-
ture independent factor changing linearly with the
ratio tp/m and typically between 0.01 and 0.1. The
other, radiation mechanism leads to more complex
dislocation behavior, which depends on the dislo-
cation velocity, the Peierls stress, the total drag and
details of the Peierls barrier. When s
tp, the radi-
ation can be included by renormalizing the applied
stress s to s�tdP, where tdP is the “dynamic” Peierls
stress [5]. Since tdP is typically less than tp, we neg-
lected this effect. A small contribution of BRam is
shown in Fig. 2 for I = 0.056 calculated according to
the assumed value of tp.

3.3. Electron drag mechanisms

Like phonons, conduction electrons contribute to
the drag B since a moving dislocation also scatters
electrons. Kravchenko [28] and Hollstein [29] were
the first who estimated the dislocation electron drag
Be in normal metals. Although they used different
models (an electron-transport theory in [28] and per-
turbation scattering theory in [29]), both obtain a
similar temperature-independent formula,

Be � CbnepF (21)

where ne and pF are the density and the Fermi
momentum of electrons, but with different numerical
constants C. Depending on the dislocation type, C is
between 0.01 and 0.2 for ordinary metals, so that Be

is roughly between 0.2 and 5 µPa·s. We estimate the
electron drag for our Cu-prototype material using a
free electron model and find from equation (21) that
Be�3.0 mPa·s. As evident from Fig. 2, Be becomes
comparable with or larger than the phonon drag at
T�0.15qD. Alshits [30] suggested that, similar to the
slow phonons drag mechanism, an additional electron
drag could exist in metals with flat sections of the
Fermi surface. The contribution is due to the relax-
ation of electrons whose group velocity is parallel to
the dislocation. This might be important in metals
with more complicated than spherical Fermi surfaces,
such as Mo or W, so that we exclude this contribution
from our calculations for this paper.

4. CALCULATION RESULTS AND DISCUSSION

In all calculations, we use a set of parameters cor-
responding to a prototype f.c.c. metal, which we
choose to be close to copper. Since we assume weak
obstacles, the total free enthalpy is G0 = 0.5 eV,
�G∗

eff(s∗) is taken from curve (d) of Fig. 1 and the
attempt dislocation frequency nd is a commonly used
value of nd = 1011Hz � 0.01nD, where nD is the
Debye frequency [3, 6]. We consider the chosen form
of �Geff(s∗) as a convenient model curve and not as
the dependence representing specific dislocation–
obstacle interaction. If a realistic dislocation–obstacle
interaction potential is developed, it can be easily
incorporated in equation (20). The determining fac-
tors in dislocation velocity calculation are not specific
parameters p and q but G0 and sc in equation (6). The
other parameters are b = a/√2 = 0.255 nm,
qD = 343 K, r = 8.96×103 kg/m3, m = 54.6 GPa,
cs = 2.47×103 m/s, a = 0.564 and aF = 1.082 [25].
Renormalization can easily adjust the obtained results
to materials with other parameters.

The results of calculation of the reduced drag coef-
ficient B* as a function of the applied stress is shown
in Fig. 3 for various reduced temperatures to indicate
the range of B∗�1 required for the dynamic effect.
As can be seen, the effect starts near the critical stress
at T∗�0.014 but observed over almost the entire low-

Fig. 3. Dependence of B* on s* at different temperatures T*
for obstacles with qc = 15.15°, L = 1000a, and sc = 2 MPa.
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stress region as temperature reduces to T∗�0.01.
Comparison of Fig. 3 with Fig. 2 (where temperature
was normalized by qD = 343 K instead of G0/k in Fig.
3) shows that the dynamic effect begins when the
phonon drag demonstrates a considerable decline
below T�60 K. Since B* depends linearly on the dis-
location segment length (through the critical drag
coefficient Bc), the dynamic effect depends not only
on temperature and stress but also on the density of
obstacles.

The dynamic overshooting requires another con-
dition to occur: the relaxation time tr should be com-
parable to the oscillation period during the
underdamped collision process. Our calculations
show that tr remains rather short, between 100 and 8
ps, as the temperature changes from 10 to 300 K.
Hence, dislocation velocity reaches the final viscous
velocity very fast in the low-velocity region, so that
one can replace the impact velocity by the viscous
velocity in majority of calculations, except for cases
where the running time is comparable to the relax-
ation time. Such a simplification is employed in other
calculations [31] and seems to be a reasonable
approximation in certain ranges of material para-
meters.

The relative dynamic increase dad of the average
swept area is shown in Fig. 4 as a function of the
applied stress at different temperatures. As tempera-
ture decreases, the entire dependence dad(s*) moves
towards lower stresses indicating that the dislocation
travels a longer path between metastable configur-
ations at lower temperatures of T∗�0.014. At higher
temperatures of T∗�0.02, all the curves are over-

Fig. 4. Effect of temperature on the relative dynamic increase
dad of the swept area for the model material of Fig. 3.

lapped corresponding to the static equation (9) with
no dynamic effect.

A plot summarizing the calculation results of the
dependence v*(s*,T*) is shown in Fig. 5, where
v∗ = v/cs and cs is the speed of shear waves. The plot
explicitly demonstrates the main experimentally
observed feature of dislocation motion: two ranges
with significantly different temperature and stress
dependences. The velocity v* changes with s* non-
linearly at v∗�10�4 and at almost all s*; addition-
ally, v* considerably increases with temperature,
which is typical of the thermal activation region. The
stress dependence v*(s*) in this region becomes con-
siderably steeper as temperature decreases, which is
also consistent with all experimental findings [4]. On
the other hand, the dependence becomes linear at
higher v* and, as expected, the temperature depen-
dence v*(T*) is also reversed within this region. Such
behavior is often identified with drag-dependent pro-
cesses that can appear only at s∗�1. However, as
seen from Fig. 5, the linear dependence can start
much earlier (for instance, from s∗�0.65 at
T∗ = 0.01) revealing the dynamic effect at low tem-
peratures. This is a clear indication of coupling all of
the three mechanisms considered in this model. At
small stresses, the activation events dominate the pro-
cess, and the contributions of the drag-dependent run-
ning time trun and inertial overshooting are insignifi-
cant. As the stress increases, the average swept area
becomes larger, so that the contribution of both trun

and inertia also increases. Since the latter two pro-
cesses are the reverse of each other, the dislocation
behavior reflects all of three processes at the inter-

Fig. 5. Dependence of v* on s* at different temperatures T*
(with 0.002-increments) for the model material of Fig. 3.
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mediate stress range s∗�sc where ld and trun are
large enough to determine the linear dependence v*
(s*).

The influence of the obstacle concentration
(through the average obstacle spacing L) on the dislo-
cation velocity is shown in Fig. 6 at T∗ = 0.02 for
weaker obstacles (qc = 3.26°). In these calculations,
the applied stress is normalized to obtain
sc = 2 MPa at L = 100a, and L is changed over one
order of magnitude, from 100a to 1000a. Fig. 6 indi-
cates that an increase in the obstacle concentration
affects the dependence v*(s*) by shifting it to higher
stresses, where the obstacle-controlled mechanism is
prevalent; at the same time, the velocity in the drag-
dependent region remains the same. Similar behavior
has been observed experimentally in copper after
irradiation and in copper-based alloys.† As can also
be seen, the dislocation velocity changes dramatically
with the obstacle concentration. For instance, the ten-
fold increase in L at s∗ = 0.1 causes the velocity to
increase by almost ten orders of magnitude.

The obtained features of dislocation motion can be
compared with macroscopical plastic deformation by
calculating such quantities as the stress required to
move a dislocation with a given constant velocity and
the velocity sensitivity, ds∗/d(ln v∗), at various tem-
peratures. From the Orowan equation and with an
assumption of a constant dislocation density, the for-
mer is an equivalent of the yield stress sy and the

Fig. 6. Dependence of v* on s* at various L (with 100a-
increments), qc = 3.26°.

† A combined v–s plot of experimental results obtained
in pure copper and its alloys is shown in Fig. 6.22 [4].

latter of the strain rate sensitivity s = �s/� lnė,
where ė is the strain rate. Fig. 7 explicitly demon-
strates two interesting features of dislocation behavior
at low temperatures mentioned above. The calcu-
lations are carried out for L = 500a, s∗ = 2 MPa, and
weaker obstacles than in Fig. 3 (qc = 9.53°). The first
feature is the “anomalous flow stress behavior” , i.e.
a positive temperature dependence of the stress s*
between T∗�0.005 and T∗�0.01, with a peak
determined by the velocity v*. Unlike such an anom-
aly in intermetallics at high temperatures (e.g. an
overview given in Yoo et al. [32] on mechanical
properties and dislocation velocity measurements in
[33]), the dependence is a result of competition
between the phonon drag increase with temperature,
which requires higher stresses, and an activation rate
increase with temperature, which requires lower
stresses, to maintain a constant dislocation velocity.
In this specific region, the drag-dependent effect is
larger and this causes the stress to rise. This kind of
anomaly has been found experimentally in copper–
aluminum alloys at low temperatures [34].

The second feature, a constant “yield stress” is
observed at T∗�0.004. Such an “athermal” plateau
has been observed in many materials, and there were
many attempts to attribute it to quantum phenomena
(e.g. reviewed in Suzuki [34]). Instead, as Figs 5 and
7 indicate, a simpler explanation is a steep stress
dependence of the dislocation velocity at low tem-
peratures that results in such a practically unchang-
ing stress.

Finally, the behavior of the dislocation velocity
sensitivity calculated from the velocity dependence v*
(s*,T*) is shown in Fig. 8. The sensitivity increases
with temperature over almost the entire stress region;
additionally, the sensitivity increases almost linearly
with the stress at higher T* but changes only
“slightly” at low T*, which is again attributed to the
steep v*(s*) dependence in this region.

Fig. 7. Effect of temperature T* on the stress s* necessary to
move the dislocation with the shown constant velocity v*,

�c = 9.53°.
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Fig. 8. Dependence of ds∗/d(ln v∗) on s* at different tempera-
tures T* (with 0.002-increments) for the model material of Fig.

3.

5. CONCLUDING REMARKS

The results of calculations based on a phenomeno-
logical model of dislocation motion applied to a
prototype f.c.c. metal are presented in this paper. The
model explicitly takes into consideration three stages
of dislocation motion through arrays of random dis-
creet obstacles: thermally activated breakaway from
obstacles at an equilibrium position, the accelerated
drag-dependent run to the next obstacles, and a
dynamic transition to the next equilibrium position.
The stress dependence of the dislocation velocity at
various temperatures and concentrations of obstacles
is obtained for the first time with such stages. The
calculations show that the third stage can be essential
for the dislocation–obstacle collisions when the
obstacle concentration is high, even at such tempera-
tures that phonon drag is not frozen out. All of the
three stages can make comparable contributions in the
intermediate region of v(s,T) between the obstacle-
dependent and drag-dependent regions where velocity
calculations have not been performed until now. In
this region, a competition between thermal activation
and inertia produces complicated dislocation velocity
dependences on model parameters. The model reveals
several new features in dislocation dynamics and
demonstrates a good qualitative agreement with
experimental data, suggesting that the model is appro-
priate for the description of dislocation behavior near
the yield point. Obviously, the current model should
be advanced to include other materials, the anisotropy

of the dislocation line tension, different types of dislo-
cations, and various dislocation–obstacle-interactions.
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APPENDIX A

A.1. Activation free enthalpy for dislocation thermally
activated motion

As an example, consider the simplest case of an
edge dislocation and an obstacle representing a point
source of dilatation [6]. The straight dislocation is ori-
ented along the y-direction and glides on the xy-plane
under an applied stress, while the immobile obstacle
is at point (0,0,z0). In the linear elasticity approxi-
mation for isotropic media, the dislocation–obstacle
interaction energy is

Uint(y,z) �
mbe(1 � n)z
3p(1�n)r2 dV (A1)

or, after normalization,

U∗int(y) � Uint/U0 � [1 � (y/z0)2]�1 (A2)

where r = √y2 + z2
0 is the shortest distance between

the dislocation and the obstacle, dV the dilatation vol-
ume, n Poisson’s ratio, and the maximum interaction
energy U0 	 Uint(y = 0).

Then the obstacle force profile [35] that is the
dependence F(y) of the force exerted by the obstacle
on the dislocation line is

F � �dUint/dy � 2z0U0yz/(y2 � z2)2 (A3)

which has an extreme value at y = ±z0/√3, equals zero
at the origin, and in the reduced form becomes

F∗(y∗) � 16y∗/3√3(1 � y∗2)2 (A4)

where y∗ = y/z0 and F∗ = F/Fmax (The maximum
force Fmax corresponds to the critical force Fc.) When
the dislocation glides, it stops at its first stable equi-
librium position of y = ys. At this position, the force

F balances the opposing force F applied by the dislo-
cation on the obstacle, and thermal activation is
required to move the dislocation forward through an
activation-energy barrier. The next equilibrium pos-
ition at y = yu is unstable, so that the dislocation can
continue to move leaving the obstacle behind.

The activation-energy (or rather free enthalpy) bar-
rier �G depends on the force exerted by the dislo-
cation on the obstacle. At zero force, �G is at its
maximum corresponding to the total free enthalpy,
�G(0) = G0; �G is zero when the force reaches Fmax.
Using a conventional procedure [3, 6], �G can be
derived as a function of the obstacle force F, which
in the case under consideration takes a form of

�G � �
yu

ys

F(y∗) dy�(y∗u�y∗s)F∗0

� (8√3/9)[(y∗2
u � 1)�1�(y∗2

s � 1)�1] (A5)
�(y∗u�y∗s)F∗0

where ys and yu are the equilibrium stable and
unstable positions of the dislocation, respectively,
and F∗0 = F∗(y∗s) = F∗(y∗u). Equations (A4) and
(A5) combine to obtain ys and yu from the equation

y∗4 � 2y∗2�(16/3√3F∗0)y∗ � 1 � 0. (A6)

Solving equation (A6) with routine procedures for bi-
quadratic and tri-polynomial equations yields

y∗u � sgn(F∗0)(�
t1�1
3 � 
t2�1

3 � 
t3�1
3)

(A7a)

y∗s � sgn(F∗0)(�
t1�1
3�
t2�1

3�
t3�1
3)

(A7b)

where t1 = (s + s�1)/3, t2, t3 = �t1/2±(s�s�1)(i/2√3),
s = �3b/2 + √9b2/4�1/81), and the constant b =
(2/27)�(4/27F∗2

0). From equations (A5), (A7a) and
(A7b) the dependence �G*(F*) can now be obtained
to satisfy equation (2) (Fig. 1, curve d), with the fit-
ting parameters p = 0.63 and q = 1.63.


