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Abstract

People detection and tracking are important capabilities for applications that desire to achieve a natural human–machine interaction.
Although the topic has been extensively explored using a single camera, the availability and low price of new commercial stereo cameras
makes them an attractive sensor to develop more sophisticated applications that take advantage of depth information. This work pre-
sents a system able to visually detect and track multiple people using a stereo camera placed at an under-head position. This camera
position is especially appropriated for human–machine applications that require interacting with people or to analyze human facial
gestures. The system models the background as height map that is employed to easily extract foreground objects among which people
are found using a face detector. Once a person has been spotted, the system is capable of tracking him while is still looking for more
people. Our system tracks people combining color and position information (using the Kalman filter). Tracking based exclusively on
position information is unreliable when people establish close interactions. Thus, we also include color information about the people
clothes in order to increase the tracking robustness. The system has been extensively tested and the results show that the use of color
greatly reduces the errors of the tracking system. Besides, the people detection technique employed, based on combining plan-view
map information and a face detector, has proved in our experimentation to avoid false detections in the tests performed. Finally, the
low computing time required for the detection and tracking process makes it suitable to be employed in real time applications.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The topic human–machine interaction (HMI) has drawn
a lot of attention in the last decade. The objective is to cre-
ate intelligent systems capable of extracting information
about the context or about the actions to perform through
a natural interaction with the user, for example, through
their gestures or voice. One fundamental aspect in that
sense is people detection and tracking, existing an extensive
literature about the topic [14,25,36,40].
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Although people detection and tracking with a single
camera is a well explored topic, the use of stereo technology
for this purpose concentrates now an important interest.
The availability of commercial hardware to solve the low-
level problems of stereo processing, as well as the lower
prices for these types of devices, turn them into an appeal-
ing sensor to develop intelligent systems. Stereo vision pro-
vides a type of information that brings several advantages
when developing human–machine applications. On one
hand, the disparities information is more invariable to
illumination changes than the information provided by a
single camera. It is a very advantageous factor for the
development of background estimation techniques
[6,9,19]. Furthermore, the possibility to know the distance
from the camera to the person is of great assistance for
tracking as well as for a better analysis of his gestures.

This paper presents a system able to detect and track
multiple people with a stereo camera placed at an
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under-head position. In a first phase, the system creates a
background model of the environment using a height
map. It can be constructed even in the presence of moving
objects in the scene (like people passing by) and is an
appropriate tool for using on mobile devices (such as
mobile robots). Using this structural map, foreground
objects are easily detected and those that are potential can-
didates to people are analyzed to detect whether they are
people. Our system detects people by combining plan-view
map information with a face detector on the raw images.
Once an object is identified as a person, the system keeps
track of him as well as of the rest of detected people while
still looking for more candidates. The Kalman filter has
been employed to estimate the position of each person in
the next image captured. Nonetheless, when people become
close to each other, the estimation of the position becomes
unreliable. Thus, information about the color of the person
is combined with the predicted position to achieve a more
robust tracking.

The remainder of this paper is structured as follows.
Section 2 explains some of the more relevant related works
and exposes the main differences with our approach. Sec-
tion 3 explains the basis of the background modelling
and foreground extraction techniques. In Section 4 it is
shown how people detection and tracking are performed.
Section 5 presents the experimentation carried out and Sec-
tion 6 draws the conclusions and possible future work.

2. Related works

Among the first projects related to people detection and
tracking using stereo vision we find the one by Darrel et al.
[7]. They present an interactive display system capable of
detecting and tracking several people. Person detection is
based on the integration of the information provided by
three modules: a skin detector, a face detector and the dis-
parity map provided by a stereo camera. First, independent
objects (blobs) detected in the disparity map are treated as
candidate to people. Then, the color of the image is ana-
lyzed to identify those areas that could be related to skin.
Finally, a face detector is applied on selected regions of
the camera image. These three items are merged in order
to detect and track several people. However, a main draw-
back to their approach can be pointed out as the system
relies on a predefined color model to detect skin, a degra-
dation on the tracking performance can be expected when
the illumination conditions differ significantly from the
training ones [27]. A dynamic skin color model [35] could
have solved this problem.

Grest and Koch [15] developed a system able to detect
and track a single-person using stereo vision. It allows
the user to navigate in a virtual environment by walking
through a room using virtual reality glasses. The user is
detected using the face detector proposed by Viola and
Jones [39]. Once the user is located, both a color histogram
of the face region and a color histogram of the chest region
are created and employed by a particle filter to estimate his
position in the next image. Then, stereo information assists
in determining the real position of the person into the
room. The real 3D position is employed to calculate the
corresponding position in the virtual environment. In their
work, the stereo processing is performed using the informa-
tion gathered by different cameras located at different posi-
tions of the room. The main limitation of this contribution
is that their system requires the face of the user to be visible
in the image to perform the tracking.

A very interesting method to locate and track multiple
people in stereo images (using plan-view maps) is presented
by Harville [18]. Before the detection process takes place, a
model of the environment is created through a sophisticated
image analysis method [19]. Once the background image is
created, objects that do not belong to it are easily isolated.
Then, both an occupancy map and a height map are created.
The information from both maps is merged to detect peo-
ple through the use of simple heuristics. Person tracking is
performed using the Kalman filter combined with deform-
able templates. The stereoscopic system used in his work is
located three meters above the ground in a fixed slanting
position. The main draw back of his approach is that the
simple detection heuristics employed may lead the system
to incorrectly detect as people new objects in the scene
whose dimensions are similar to human beings (as indicat-
ed by the author). That is the case of coat placed on a
hanger or a big box into the room.

Hayashi et al. [20] present a people detection and track-
ing system especially designed for video surveillance. The
environment is modelled using an occupancy map an the
stereo points are projected as ‘‘variable voxels’’ to deal with
stereo errors. People detection is performed in the occupan-
cy map based on a simple heuristic: a person is a peak in
the map whose height is into a normal range. As in the pre-
vious case, many false positives can be expected because of
the simplicity of the detection scheme.

Tanawongsuwan presents in [37] the initial steps for
designing a robotic agent able to follow a person and rec-
ognizing his gestures. His system employs a basic technique
to find the arms and head of a person combining the infor-
mation provided by a skin color filter, a movement detector
and depth. Once a person has been located, Hidden Mar-
kov Models are used to recognize his gestures among a
set of previously learned ones. Nevertheless, the detection
problem is not dealt in depth assuming that a person if
found when three skin colored blobs (corresponding to
head and hands) are located in the camera image.

2.1. Our approach

This paper presents a system able to detect and track
multiple people. It is specially designed for situations in
which the camera must be placed at an under-head posi-
tion. The position of the camera is a problem-dependent
issue related with the purpose of the system. Several
authors have mounted their cameras in the ceiling to per-
form people detection in Ambient Intelligence domains
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[17,36]. Others have used slating cameras in overhead posi-
tions [3,18,20] to achieve the same functionality. Neverthe-
less, in most of the works that seek interacting with people,
the position of the camera is usually lower than them
[7,30,37]. This approach is mainly supported by two facts.
First, this camera configuration allows to see the faces and
arms of the people and thus, be able to analyze their facial
expressions and gestures. Second, studies in the human–ro-
bot field reveal that people tend to feel threaten by big
robots [12]. However, the main drawback of low camera
positions is that occlusions between people are more fre-
quent that in elevated positions.

Most of people detection and tracking systems have an
initial phase where a background model is created. It is
employed to easily detect the moving objects in the envi-
ronment (foreground). Techniques usually employed for
that purpose consist in creating a background image (pixel
by pixel) using several images of the scene, if possible, with-
out motion elements in them [14,18,25,36]. The simplest
approach consists in using the average of the sequence in
each pixel as the background value. Other authors have
used the median value and even Kalman filters to perform
the update process. In this paper, a height map of the envi-
ronment (built using stereo information) is employed as
background model. Height maps bring several advantages
over traditional techniques to create background models.
First, the background model created is more invariant to
sudden illumination changes because of stereo information
is used instead of intensity values. Second, the background
model created contains structural information of the envi-
ronment so they seem to be specially appropriated for
mobile devices like autonomous robots [1,29] or mobile ste-
reoscopic systems [3]. In fact, height maps have been widely
used in mobile robotics to describe the environment and
calculate trajectories on them [4,8,34,38]. Once the height
map of the environment is created, the foreground is mod-
elled as an occupancy map that registers the position of the
moving objects in the environment.

Can be found mainly, in the related literature, two
approaches for people detection when using stereo vision.
The first one consists in considering a person as an object
in an occupancy map with sufficient weight [17,18,20]. This
approach is commonly used when the camera is placed at
elevated positions. As we have previously commented,
the main problem of that approach is that objects with
dimensions similar to human beings that enters in the scene
can be incorrectly detected as people. The second approach
consists in looking for faces in the camera image [7,15,30].
This approach seems to be more appropriate when low
camera positions are employed. However, if no additional
information is employed, this approach is sensible to the
false positives of the face detector. The system proposed
in this work combines these two approaches to avoid the
drawbacks of each one them. An object detected in the
foreground occupancy map is considered as person if it
has appropriate dimensions (human being dimensions)
and if a face is detected on it. To speed up computation,
the face detector is only applied on selected regions of
the image where it seems possible to find faces. It is impor-
tant to remark that the face detector is only employed for
people detection. Once a person is detected, the tracking
process does not employ the face detector so the person
does not need to look at the camera to be tracked.

When a foreground object is identified as a person, the
system starts to track him in the occupancy map. The sys-
tem is able to simultaneously keep track of the detected
people and to look for new people. People is tracked by
combining position information (using the Kalman filter
[16]) with information about the color of their clothes.
Most of the works that perform people tracking using ste-
reo vision rely uniquely on position information. However,
when several people come close to others, the position pre-
diction is not reliable. In close distances people tend to
change their trajectories to avoid a collision or even stop
walking to begin an interaction. Our system combines col-
or and position information to achieve a robust tracking
event when people interact at close distances.

3. Environment map building

This section presents the basis of the stereo processing,
background modelling and foreground extraction. It is
structured in three parts. Subsection 3.1 explains the basis
of stereo calculation and how the 3D points captured by
the stereo camera are translated to another reference sys-
tem more appropriate for our purposes. Then, Subsection
3.2 explains the technique employed to create the back-
ground height map using the translated 3D points. Finally,
Subsection 3.3 explains how the height map is used to
extract the foreground objects.

3.1. Stereo processing

A commercial stereo camera [32] has been employed in
this work. It can capture two images from slightly different
positions (stereo pair) that are transferred to the computer
to calculate a disparity image Id containing the points
matched in both images. Knowing the extrinsic and intrin-
sic parameters of the stereo camera it is possible to recon-
struct the three-dimensional position pcam of a pixel (u, v) in
Id. Let us denote by P cam ¼ fp0

cam; . . . ; pnp�1
cam jpi

cam ¼
ðX i

cam; Y
i
cam; Z

i
cam; 1Þ

Tg the set of three dimensional points
(in homogeneus coordinates) captured by the camera that
are calculated using Eq. 1. Where, f is the focal length of
the cameras, b is the baseline distance between the
cameras and d the disparity value of the pixel (u, v) in
the image Id.

Zcam ¼
fb
d

X cam ¼
uZcam

f

Y cam ¼
vZcam

f
ð1Þ
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The three-dimensional positions pi
cam calculated by Eq. 1

(affected by typical stereo errors [28,33]) are referred to
the stereo camera reference system. In our case it is cen-
tered at the right camera (also known as reference camera

image). However, this reference system may be changed
from one application to another, i.e., the stereo camera
can be placed at different positions and with different orien-
tations. Hence, it is preferable for our purposes to translate
the position of the points captured to a ‘‘world’’ reference
system placed at ground level and parallel to it. Knowing
the position and orientation of the camera in relation to
the floor plane, it is possible to calculate the linear transfor-
mation matrix T that translates the points pi

cam into
pi

w ¼ ðX i
w; Y

i
w; Z

i
w; 1Þ

T using Eq. 2. For more information
about three-dimensional transformations the interested
reader is referred to [10].

pw ¼ Tpcam: ð2Þ
Fig. 1(a) shows an example of an scene captured with our
stereo camera (the image corresponds to the right camera).
Fig. 1(b) shows the three-dimensional reconstruction of the
scene captured using the points detected by the stereo cam-
era. The ‘‘world’’ and camera reference systems have been
superimposed in the Fig. 1(b). As it can be seen in
Fig. 1(b), the number of points acquired by an stereo cam-
era can be very high (they are usually referred to as point
cloud). For that reason, many authors perform a reduction
of the amount of information by orthogonally projecting
them into a 2D plan-view map [17,18,20]. This decision is
also supported by the fact that people do not tend to be
overlapped in the floor plane as much as they are in the ori-
ginal captured images. Therefore, the detection and track-
ing process is more reliable in the 2D projection.
Xw

Yw

(a) Camera Image

Ycam

CameraCell size

Points detecte

(b) Reference Systems

by the stereo ca

Zw

y

x

δ

Fig. 1. (a) Image of the right camera captured with the stereo system. (b) Thr
employed.
A plan-view map divides a region of the floor plane into
a set of nxm cells of fixed size d. In this work, the cell
(x,y) = (0,0) coincides with the ‘‘world’’ positions (0, 0,
Zw, 1)T (see Fig. 1(b)). Hence, the cell (xi, yi) in which a
three-dimensional point pi

w is projected can be calculated
as:

xi ¼ ðX i
w=dÞ; yi ¼ ðY i

w=dÞ ð3Þ
Every time a stereo pair is captured, the set of 3D points
that are projected on each cell is calculated as:

P ðx;yÞ ¼ fijxi ¼ x ^ yi ¼ y ^ Zi
w 2 ½hmin; hmax�g:

Where [hmin, hmax] is a height range that has two purposes.
On one hand, the superior limit hmax avoids using points
from the ceiling or from objects hanging from it (e.g.
lamps). On the other hand, the inferior limit hmin excludes
from the process low points that could not be relevant for a
particular application (floor points or even the legs of peo-
ple) and thus helps to reduce the computing time. The
height range [hmin, hmax] should be such that, at least, the
head and shoulders of the people to detect should fit in
it. The rest of points pi

w whose projection is outside the lim-
its of the plan-view map are not considered.

The selection of d must be made taking into account sev-
eral aspects. A high value helps to decrease the computa-
tional effort and the memory used. The side effect is that
it causes a loss of precision in the estimation of the posi-
tion. On the other hand, a low value increases the precision
(up to the limit imposed by the errors of the stereo compu-
tation [28,33]) but also the computational requirements.
Ismail et al. [17] propose the use of d = 0.2 cm while Har-
ville [18] uses d 2 [2, 4] cm. We have selected a value of
d = 1 cm which according to our experimentation is an
Floor Plane

Zcam

Xcam

d
mera

, )n m(

ee-dimensional reconstruction of the scene showing the reference systems
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adequate balance between both requirements (precision
and memory).

3.2. Background modelling

People can be considered movable elements in the envi-
ronment. Thus, it is very helpful to separate the points that
belong to the environment (background) from those that
do not (foreground). Our background modelling approach
consists in creating a geometrical height map of the envi-
ronment Ĥ [6] that indicates in each cell Ĥðx;yÞ the maxi-
mum height of the points projected in it. We might think
of Ĥ as a representation of the environment over which
foreground objects move. To avoid including objects
momentarily passing by in the background map, Ĥ is cre-
ated aggregating several instantaneous height maps Ht

with a robust estimator as the median:

Ĥðx;yÞ ¼ medianðHt¼t0
ðx;yÞ; . . . ;Ht¼t0þDt

ðx;yÞ Þ: ð4Þ

Each cell of an instantaneous Ht is calculated as:

Ht
ðx;yÞ ¼

maxðZj
wjj 2 P ðx;yÞÞ if P ðx;yÞ 6¼ ;

hmin if P ðx;yÞ ¼ ;

(
ð5Þ
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Fig. 2. Creation of the height map. Upper row (a–d) shows the images in inst
height maps Ht for each one of the upper images. Lower row (i–l) shows the ev
created until that moment.
Fig. 2 shows the evolution of Ĥ from a set of 13 instanta-
neous height maps Ht captured at time intervals of
Dt = 400 ms. Due to space reasons, the Fig. 2 shows only
the status of the map at the time instants t = {0, 1600,
4000, 5200} ms. Fig. 2(a–d) (upper row) show the images
captured by the stereo system. Fig. 2(e–h) (middle row)
are the corresponding instantaneous height maps Ht. Dark
areas represent the highest zones and white areas represent
the lowest ones hmin. Finally, Fig. 2(i–l) (lower row) show
the evolution of the height map Ĥ as more instantaneous
height maps are employed to calculate it. Notice that Ĥ
has been created in the presence of people moving in the
environment (their positions have been marked in the
instantaneous height maps). As it can be seen, at the begin-
ning Ht¼0 ¼ Ĥ and thus the moving person appears in the
height map. However, Ĥ tends to truly represent the
motionless characteristics of the environment as more
instantaneous height maps are employed. The height maps
shown Fig. 2 have been created using hmin = 0.5 m and
hmax = 2.1 m.

Ĥ can be periodically updated in order to dynamically
adapt to the changes in the environment. Nonetheless,
the number of instantaneous height maps Ht employed
to create Ĥ must be limited to the more recent ones in
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ants {0, 1600, 4000, 5200} ms. Central row (e–h) shows the instantaneous
olution of the height map Ĥ created as the median of the height maps Ht
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order to avoid old data influence the updating process. In
our experiments, Ĥ was appropriately updated using the
last 10 instantaneous height maps. The frequency
employed to update the height map should be smaller than
the employed to detect and track people. In this way, it is
possible to avoid including as part of the background peo-
ple momentarily standing by or other moving objects. The
update frequency employed in our experiments has been set
to 0.1 Hz. Thus, the complete height map used was updat-
ed every 10 s. However, the update frequency should be set
for each particular application.

3.3. Foreground extraction

Foreground points detected in each captured stereo pair
can be easily isolated using the height map Ĥ. We have
employed a plan view-map O (called occupancy map) that
registers in each cell Oðx;yÞ the amount of foreground points
projected in it. Lets denote by

F ðx;yÞ ¼ fiji 2 P ðx;yÞ ^ Zi
w > Ĥðx;yÞg;

to the set of points that projects in cell (x,y) and are above
the height indicated in Ĥðx;yÞ, i.e., the foreground points
detected over the background surface that represents Ĥ.
Then, each cell of the occupancy map is calculated as:

Oðx;yÞ ¼
X

j2F ðx;yÞ

ðZj
camÞ

2

f 2
ð6Þ

The idea is that each foreground point increments the cell
in which it is projected by a value proportional to the sur-
face that it occupies in the real scene [18]. Thus, points
close to the camera correspond to small surfaces and vice
versa. If the same increment is employed for every cell,
the same object would have a lower sum of the areas the
farther it is located from the camera. This scale in the incre-
ment value will compensate the difference in size of the ob-
jects observed according to their distance to the camera.
Fig. 3(b) shows the occupancy map O of the scene in the
Fig. 3(a) using the height map Ĥ from Fig. 2(l). Darker
values represent areas with high occupancy density. The
image has been manually retouched to make the occupied
a b

plany

Fig. 3. (a) Right image of the pair in an instant, the environment with an
environment. (c) Framed information corresponding to the object, detected u
areas visible. As it can be seen, there are small dark dots
in the upper area of Fig. 3(b) that are caused by errors of
the stereo correlation process. However, the person that
stands in the scene is clearly projected in the occupancy
map as a connected group of cell with high occupancy
level.

The next step in our processing, is to identify the differ-
ent objects present in O that could correspond to human
beings. For that purpose, O is processed with a closing
operator in order to link possible discontinuities in the
objects caused by the errors in the stereo calculation. Then,
objects are detected as groups of connected cells. Those
objects whose area is similar to the area of a human being
and whose sum of cells (occupancy level of the object) is
above a threshold hocc are employed in the next phase for
people detection and tracking. This test is performed in a
flexible way so that it is possible to deal with the stereo
errors and partial occlusions. Fig. 3(c) shows the unique
object detected in the occupancy map of Fig. 3(b) after
the above mentioned process. This approach is very fast
but, the presence of several people together is a problematic
case since a single face is being looked for into the detected
area. However, it is not a big problem because the system
will catch each person as soon as they separate or, a face
detector over the whole foreground can be performed for
that special case (foreground detection and no people
detection).

4. People detection and tracking

People detection and tracking are treated as separate
processes in this work. Every time a new scene is captured,
the system must decide first, which one of the objects detected
in O corresponds to each one of the people that are being
tracked (an assignment problem). Then, the system applies
a face detector on the remaining objects in order to detect
new people. Notice that the face detector is only applied
on those objects that have not been detected as people
yet. It allows to manage false negatives detections of the
face detector, i.e., although the face detector might fail in
detecting a person once, it could succeed in the next image.
Our people tracking approach consist in: (i) predicting the
plany

c

xplan xplan

Possible person object

object not in background. (b) Occupancy map O corresponding to the
sing O.
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future positions of each person according to its past move-
ment (using the Kalman filter) and, (ii) solving the assign-
ment problem combining position information with color
information about the person’s clothes. Thus, a color model
of each object in O is created and compared with the color
model of each person being tracked.

The system divides each object in two different parts.
The fist one is the top region of the object that should cor-
respond to the person’s head (head region) and is employed
for face detection purposes. The second one encloses the
torso (and part of the legs) of the person (body region)
and is employed to create the person’s color model. These
regions are determined in the following way. The 3D top
head point is determined as the highest point in the mass
center of the object. Then, the head region is considered
to be a 30 · 15 cm sized rectangle centered below the top
head point. The body region is considered to be a
45 · 100 cm sized rectangular region placed below the head
region. The 2D projection of these regions in the reference
camera image are calculated projecting them back by
inverting the stereo calculation explained in Subsection
3.1. Thus, the size of the two regions in the reference cam-
era image are appropriately fitted to the varying size of the
person projection at different distances. Fig. 4 shows a ref-
erence camera image where the head and body regions have
been superimposed.

Next subsections explain in detail the detection and
tracking phases. Subsection 4.1 explains how the color
model of each object is created. Later, in Subsection 4.2
it is shown how people detection is performed. And finally,
Subsection 4.3 explains how these pieces of information are
fused to perform the tracking.
4.1. Color modelling

A color model q̂ of each object is created to assist the track-
ing process. The color model aims to capture information
30 cm

Body Regions

Head Regions

Top Head Points

45 cm

100 cm

15 cm

Fig. 4. Example of scene showing the head and body regions of two
people.
about the color of the clothes of the people in the scene.
The color model q̂ of each object is modelled as an histogram
using technique described by Comaniciu et al. [5]. The HSV

space [11] has been selected to represent color information.
The histogram q̂ is comprised by nhns bins for the hue and sat-
uration. However, as chromatic information is not reliable
when the value component is too small or too big, pixels on
this situation are not used to describe the chromaticity.
Because these ‘‘color-free’’ pixels might have important
information, the histogram is also populated with nv bins
to capture its illuminance information. The resulting histo-
gram is composed by m = nhns + nv bins.

Let fx�i gi¼1...n be the locations of the pixels employed to
create the color model. We define a function
b : R2 ! f1 . . . mg which associates to the pixel at location
x�i the index bðx�i Þ of the histogram bin corresponding to the
color of that pixel. The color density distribution for each
bin q̂u of the region x* is calculated in the following way:

q̂u ¼ K
Xn

i¼1

wðx�i Þj½bðx�i Þ � u�: ð7Þ

The weighting function w gives more relevance to pixels
near the central point of the region x* (pchest) and thus
reduces the influence of background pixels that might be
incorrectly included. Function j represents the Kronecker
delta function. Finally, K is a normalization constant cal-
culated by imposing the condition

Pm
u¼1q̂u ¼ 1., from

where

K ¼ 1Pn
i¼1wðx�i Þ

ð8Þ

since the summation of the Kronecker delta functions is
equal to 1.

Once the color model q̂ of an object is created, it can be
compared with other color model p̂ using the Bhattachar-
yya coefficient [2,22]. In the case of a discrete distribution
of our color models it can be expressed as:

qðq̂; p̂Þ ¼
Xm

u¼1

ffiffiffiffiffiffiffiffiffi
q̂up̂u

p
: ð9Þ

The value qðq̂; p̂Þ gives a similarity measure in the range
[0,1] between two color models. Values near 1 indicate that
both color models are very similar and vice versa. Fig. 5(b)
shows as a table the value of this metric for the body re-
gions selected in Fig. 5(a). There have been employed his-
tograms with a total of m = 30 bins (nh = ns = nv = 5).

Changes in the illumination conditions might change the
observed color distribution of the person’s clothes. There-
fore, it is necessary to update the color model to achieve
a robust tracking. If q̂ is the person’s color model and q̂0

is the observed color model in the next frame, an updated
model q̂00 can be efficiently computed as [31]:

q̂00 ¼ ð1� aÞq̂þ aq̂0; ð10Þ
where a ponderates the contribution of the observed color
model to the updated one. High values for a makes the
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Fig. 5. (a) Scene with three people in it where the regions employed to create their color models have been marked. (b) Table showing the similitude qðq̂; p̂Þ
between the color distribution of the three people’s clothes.
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updated color model forget old values thus adapting rapid-
ly to changes, and low values produce a slow adaptation to
illumination changes.
4.2. People detection

Our approach for people detection consists in analyzing
if an object detected in O shows a face in the camera image.
As previously indicated, the detection process is performed
only on the remaining objects after tracking of known peo-
ple has been completed. Face detection is a process that can
be time consuming if applied on the entire image. Thus, it is
only applied on these regions of the camera image where
the head of each object should be. As the human head
has an average dimensions, the system analyzes whether
the 3D points in the top part of the object reveals a width
similar to the width of the human head. The test is per-
formed in a flexible manner so that it can handle stereo
errors and people with different morphological characteris-
tics can pass it. If the object passes the test, the head region
of the reference camera image is analyzed using a face
detector. The reduction of the search region where the face
detector is applied brings two main advantages. First, it
reduces the computational time as smaller regions are ana-
lyzed. Second, it reduces the number of false positives as
stated in [23].
a

b

c

Fig. 6. Example of people detection (a) Image captured by the camera (b and c)
scene.
The system employs the face detector provided by the
OpenCv’s Library [21]. It is not in the scope of this paper
to develop face detection techniques since there is plenty lit-
erature about it [41]. The face detector is based on the of
Viola and Jones [39] method which was later improved
by Lienhart [26]. The implementation is trained to detect
both frontal and lateral views of human faces and works
on gray level images. Fig. 6(a) shows a scene where there
is a person that has entered and has hanged his coat.
Fig. 6(d) shows the occupancy map O of that scene. As it
can be noticed, two objects are detected, the person and
the coat. Using our people detection procedure explained,
it is detected that the size of the upper part of the two
objects are similar to human’s heads. Hence, the regions
of the image that should contain their faces (Fig. 6(b)
and (c)) are processed by the face detector. In that case,
the face detector only detects a face in the left object
(Fig. 6(b)).

4.3. People tracking

Once an object has been identified as a person, it is nec-
essary to keep track of him in the following images. The
tracking problem can be seen as an assignment problem,
i.e., relate a person that is being tracked with an object cur-
rently detected in O. The problem has been solved using the
d

plany

xplan

Images of the upper part of the objects detected. (d) Occupancy map of the



Fig. 8. Errors in the predictions while tracking a person.
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Kuhn’s well-known Hungarian Method for solving optimal
assignment problems [24].

Let us denote by ! = (U, P) the set of n objects detected
in O. The set U = {obj1,. . .,objn}; obji ¼ ðxi

obj; y
i
objÞ denotes

the location of their center of masses in the plan-view map,
and P ¼ fp̂1; . . . ; p̂ng their corresponding color models,
being p̂i the color model of the object obji.

Let also denote by W = (u, X) the set of m people detect-
ed and being tracked. The set u = (s1. . .sm);
sj ¼ ðxj

p; y
j
p; v

j
x; v

j
yÞ, denotes their positions and velocities,

and X ¼ ðq̂1; . . . ; q̂mÞ, their color models created when their
faces were detected.

The assignment problem consists in determining the
optimal assignment of currently detected objects !, to the
people being tracked W. In order to use the Hungarian
method, it is necessary to calculate a cost value of assigning
the object obji to the person sj. In this work, this cost is cal-
culated accordingly to two features. The first one is the dif-
ference between the position of the object and the predicted
position for the person. The second one is the similitude
between the color models of the object and the person by
Eq. 9.

Kalman filter is employed to predict the new position
sj

pred ¼ ðxj
p; y

j
pÞ of each person in the plan-view maps using

a linear model of his movement:

xðt þ 1Þ ¼ xðtÞ þ vxt; yðt þ 1Þ ¼ yðtÞ þ vyt;

where vx and vy are the velocities of the person in the plan-
view map. Although it is a basic movement model, it is able
to successfully predict the position of people when images
are captured at short time intervals. Fig. 7 shows the track-
ing results of a real sequence of 9 s captured at 7 Hz where
a person walks 6.93 m at steady speed. The solid line repre-
sents the observed path of a person moving in the environ-
ment while the dashed line represents the predictions of the
Kalman filter. As it can be observed, the prediction model
is able to estimate the trajectory of the person with a low
error rate. Fig. 8 shows the estimation errors. Notice that
Fig. 7. Example of trajectory of a person. Lines show both the observed
positions and the positions estimated by the Kalman filter.
the maximum error does not exceed 15 cm, and it occurs
when the person is turning.

In order to combine both pieces of information (color
and position) into a single cost value, we have employed
the cost function expressed in Eq. 11. The exponential
term of the equation measures the distance between the
position of the object objiðxi

o; y
i
oÞ and the prediction for

the person sjðxj
p; y

j
pÞ. Values close to 1 indicate that the

object is near the predicted position of the person. The
parameters rj

x and rj
y are a measure of the uncertainty

associated to the position predicted for sj and are given
by the Kalman filter prior uncertainty matrix. They
decrease when the person does not move and increase
when the person moves (in proportion to the speed) or
when the person cannot be tracked in a image (indicating
that his position has a higher uncertainty). The second
term of the Eq. 11 compares the color models of the
object and the person via Eq. 9. Eq. 11 provides values
in the range [0, 2]. Values close to 0 indicate that an object
in far from the expected position of a person and they
have different color distribution. Values close to 2 are
achieved for objects placed at the position predicted by
the Kalman filter and whose color distribution are very
similar to the person being tracked.

Sðoi; p̂i; sj
pred; q̂

jÞ ¼ e

�
xi
o�xj

pð Þ2
2 r

j
xð Þ2
þ

yi
o�yj

pð Þ2
2 r

j
yð Þ2

 !
þ qðq̂i; p̂jÞ ð11Þ

The combined use of color and position information is spe-
cially useful in case of close interactions. When two or
more people come close to each other, position information
is not reliable. In these situations, people tend to alter their
trajectory and a tracking scheme based exclusively on posi-
tion might fail. Our approach of combining also color
information allows to overcome the previous problem. If
two or more people wearing clothes of different colors be-
come close to each other, color information helps to distin-
guish between them. Of course, if the people wear clothes
of very similar colors, the system has not enough informa-
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tion to solve the problem. In these cases, other sources of
information should be added to enhance tracking.

A robust tracking system must deal with occlusions. If
the person is partially visible, it will be detected as an object
if the sum of its cells in O is higher than the threshold hocc

(previously explained in Section 3.2). The value hocc is
selected so that a person could be projected as an object
in case of partial occlusion and dealing with stereo errors.
However, if a person sj is very occluded, it is not extracted
any object from O for that person. In that situation the sys-
tem must take care of not to assign an incorrect object obji

to that person. For that reason, the system only considers
valid an assignment when the probability value, given by
Eq. 11, overcomes a threshold value hassig. If it does not
happen for the person sj, the system keeps predicting his
position and still looking for it for a maximum number
of times. If the person sj remain unseen for too much time,
the system assumes that the person has definitively left the
scene and deletes him from W.

When the assignment problem has been solved, both the
Kalman filter and the color model of each ‘‘assigned’’ per-
son are updated using the information of its corresponding
objects. The color model q̂j of the person sj is updated using
the color model p̂i of its corresponding object obji as indi-
cated in Eq. 10.

5. Experimentation

During the explanation of the model we have shown
examples of its performance. A broader experimentation
has been done to test detection and tracking of different
people under different illumination conditions and different
distances from the stereo vision system. We have employed
320 · 240 sized images and sub-pixel interpolation to
enhance the precision in the stereo calculation. The opera-
tion frequency of our system is near 10 Hz on a 3.2 Ghz
Pentium IV laptop computer running with Linux. More
than the fifty percent of the computing time is dedicated
to image capturing and stereo computation (about 50 ms)
and the rest to detection and tracking (about 40 ms). It
indicates that the proposed system is fast enough to be used
in real time applications.

The face detector used has been configured to detect peo-
ple at distances ranging from 0.5 to 2.5 m. Although it could
be configured for detecting people at larger distances, we
have noticed that it substantially increments the time
required to analyze an image. However, once a person has
been located, it can be tracked up to distances of 5 m. At
higher distances, the errors of the stereo system employed
are so high that people cannot be correctly tracked.

A set of 18 color-with-depth video sequence, captured at
7 Hz, has been recorded in order to test the performance of
the tracking process and the influence of color in it. The
total time of all the sequences sum 10 02300 and they were
recorded for camera heights ranging between 0.5 and
1.2 m. Some of them were recorded using an stereo camera
of f = 6 mm and the others using an stereo camera of
f = 4 mm. The number of people in each sequence is differ-
ent and it varies from 2 to 4. In the sequences, people per-
form several types of interactions: walk at different
distances, shake hands, cross their paths, jump, run,
embrace each other and even quickly swap their positions
trying to confuse the system.

To evaluate the success of the system in tracking people,
we have manually count the number of potentially ‘‘con-

flicting’’ situations that take place in each video sequence.
A conflicting situation is considered when: (i) most of the
body of a person is out of the camera image, (ii) a person
is almost totally occluded by another person and (iii) two
or more people collide, embrace or touch each other.
Fig. 9 shows some images of one of the video sequences.
An example of the conflicting situation (i) can be seen in
Fig. 9(a). Examples of the conflicting situation (ii) can be
observed in Fig. 9(b, c, g), and examples of the conflicting
situation (iii) can be seen in Fig. 9(e and h).

Each video sequence has been processed twice: one time
using both color and position information and a second
using only position information. The processed video
sequences can be downloaded in avi format at http://decsai.
ugr.es/~salinas/humanrobot.htm. After processing them,
the results have been examined and we have apunted the
number of times that the system was able to successfully
detect the object associated to each person when a conflict-
ing situation had ended. Table 1 summarizes the results
obtained. Column #people indicates the number of people
in the test, f the focal length of the camera used and
#conflicts the number of all the conflicting situations
counted in these video sequences. Column #nc indicates
the success of the system in tracking the people in the
conflicting situations without using color information.
Finally, column #c indicates the success of the system when
color information is employed.

At the light of the results showed in Table 1, it can be
pointed out that the use of color information is a powerful
clue when tracking people. We have also observed that for
the f = 6 mm stereo camera, more than three people make
the tracking process unreliable because of the excessive
occlusions that occurs when people is near the camera.
Similarly, the maximum number of people for an appropri-
ate tracking using the f = 4 mm camera is 4. It can be
observed that as the number of people increases, the system
tends to fail more (specially when color information is not
employed). It must also be mentioned, that no false posi-
tives where detected on the video sequences. Thus, the
combination of face detection and object detection in the
occupancy map seems to be a very appropriate method
for an accurate people detection.

Additionally, we have observed that an important
advantage when using color: despite the system can incor-
rectly assign a person to the object of another person in a
image, the error can be corrected in the next image if both
individuals are wearing clothes of different colors. This is
because the color comparison is continuously done and
the correct assignment can be done in the next image (while

http://decsai.ugr.es/~salinas/humanrobot.htm
http://decsai.ugr.es/~salinas/humanrobot.htm


Fig. 9. Images of a sequence employed to test the system.

Table 1
Success of the tracking system when using and not using color

#People f (mm) #Conflicts #Nc (%) #c (%)

2 6 30 86 100
3 6 17 58 82
3 4 52 69 100
4 4 13 50 100
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the people incorrectly classified still close). This correction
is not possible when tracking is only based on position
information.

6. Conclusions and future work

We have presented a system able to detect and track
multiple people using an stereo camera placed at under-
head positions. The method proposed is especially indicat-
ed for applications that require analyzing the user gestures
and facial expression because of the position of the camera.
The system uses a height map built using depth informa-
tion to model the environment. The background model
obtained is more robust to sudden illumination changes
than approaches based on intensity values because of the
use of depth information [6]. Besides, it is specially appro-
priated for mobile devices.

Each time a new stereo pair is captured, an occupancy
map that registers the position of the foreground objects
is created. Foreground objects with dimensions similar to
human beings are considered as potential candidates to
people and a color model of each one of them is created.
Then, the system performs the tracking of the already
known people. Tracking is considered as an assignment
problem, i.e., assign known people to the objects detected
in the occupancy map. To calculate the best assignment
scheme, the Hungarian Method [24] has been employed.
For that purpose it is necessary to calculate a cost value
of each object detected to be a known person. This cost
is calculated combining information about a color model
of each person and its predicted position using the Kalman
filter. The combined use of color and position information
allows a robust tracking avoiding tracking failures that
occur when using only position information. Once the
assignment problem is solved, both the Kalman filter and
the color models of the tracked people are updated. The
remaining objects not belonging to any known person are
examined using a face detector in order to detect new peo-
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ple in the scene. Our system does not apply the face detec-
tor on the entire image but only in the image region where
the head should be placed. The people detection technique
employed by our system allows to greatly reduce the com-
puting time required and helps to avoid false positives of
the face detector [23].

The system has been extensively tested on 18 color-with-
depth video sequences (summing a total time of 10 02300)
where several people move freely in the environment. The
video sequences have been processed twice, with and with-
out color, in order to analyze the influence of color in the
tracking process. The results show that the use of color
allows to greatly reduce the number of errors of the track-
ing system. The proposed system is able to track multiple-
people up to distances of 5 m with very high success rate
without using complex three-dimensional models to
describe the scene. Besides, the time required to perform
the detection and tracking is only 40 ms, which induces
to think that it could be suitable for real time applications.
It is also remarkable that no false detections were regis-
tered in the tests performed.

As future work, we consider of interest the use of multi-
scale techniques for creating the plan-view maps [13] and
avoiding the use of a unique cell size. This could allow to
manage the errors of the stereoscopic system in a more flex-
ible way. We also consider that it could be interesting the
use of additional features that could discriminate between
people wearing similar colored clothes. In particular, the
use of face identification techniques seem interesting for
that purpose. Finally, we find that the system is specially
appropriated for mobile devices. Therefore, as future work
we also plan to include the system into a bigger architecture
that controls and autonomous mobile robot [1,29] and to
test it suitability for human–machine applications that
require to operate in real time and in moving conditions.
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