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Research Statement

Songting Luo ∗

Department of Mathematics

Michigan State University

1 Overview

My current research focuses on numerical methods for partial differential equations with applications, espe-
cially,

(1) multiscale and multiphysics modeling and computation of nano optical responses with applications to
nano optics;

(2) computational high frequency wave propagation, geometrical optics and beyond;

(3) numerical methods for Hamilton-Jacobi equation and its applications to geophysics.

In the following, I will briefly describe each of these projects along with future goals.

2 Multiscale and Multiphysics Modeling and Computation of Nano
Optical Responses

The study of radiation-matter interaction of nanostructures has attracted numerous interests in the devel-
opment of modern physics with many practical applications, e.g. in nanoscience and nanotechnology. The
quantum electrodynamics (QED) [11] can give a complete description of the interaction but its intensive
computational expense limits its potential applications. The semiclassical theories [10, 22, 43] can describe
many physical processes as well as QED does and the high computational cost is reduced through the clas-
sical treatment of the electromagnetic (EM) field and the first principle approach for the charged particles.
However, a many-body Schrödinger equation is still involved, which is in general prohibitive to solve either
analytically or numerically.

2.1 Our approach: work in [4, 3]

Our work [4, 3] is designated to propose a multiscale scheme to numerically study the nano optical response
by combining the semiclassical theory [10] and the density functional theory (DFT) and its time-dependent
analogue, the time-dependent (current) density functional theory (TD(C)DFT) [41, 17]. We utilize Cho’s
semiclassical theory, where the evolution of the EM field is determined classically by the microscopic Maxwell
equations and the motion of the matter system (N electrons) is governed by the Schrödinger Equations,
through which the EM field, current density and charge density are coupled and must be determined self-
consistently. The high cost of solving the many-body Schrödinger Equations is resolved with the DFT
and TD(C)DFT which treat the single particle density and/or current density as basic variables and avoid
calculating the many-body wavefunctions. Moreover the single particle density and/or current density can
be obtained through the Kohn-Sham (KS) system which is a system of single particle Schrödinger Equations,
hence it can be solved with much lower cost [23].

We incorporate the linear response theory within TD(C)DFT [44, 9] into Cho’s linear response formulation
[10] to study the optical response of nanoscale systems. A linear system for self-consistently determining the

∗Department of Mathematics, Michigan State University, East Lansing, MI 48824, USA. Email: luos@math.msu.edu.

1

Luo, Songting/Research Statement/2011-11-21



induced EM field (by Maxwell equations), induced current density and induced density (by KS system) is
obtained, and can be put in a compact form,

(S − ω2I)P = F0, (1)

by introducing the P-matrix P, where S(ω) contains the exchange-correlation effects, the Hartree potential
and the radiative correction (see [4, 3] for derivations), and F0 relates to the incident field. The eigenmodes
exist for particular frequencies such that the matrix in (1) is degenerate. The resonant structure of optical
spectra corresponds in general to eigenfrequencies of such modes of the radiation-matter system. Therefore
we study the optical property of the system by

• Compute eigenfrequencies by solving the zero eigenvalue problem: S − ω2I has a zero eigenvalue. We
design an iterative Jacobi-Davidson scheme (e.g. [1]) to compute the eigenmodes.

• Determine the EM field, density and current density for given frequency by solving (1). A BiCGSTAB
algorithm [45] is used.

The coupled linear system has a multiscale nature, i.e. the macro scale for the EM field and the micro scale
for the electron and current densities. We design a multiscale method which consists of a macro solver
for the Maxwell equation (Finite Element Method [21] or Finite Difference Frequency Domain Method [19])
and a micro solver based on DFT and TD(C)DFT. In the self-consistent calculation, linear interpolation
is used for the communication between the numerical solutions of the Maxwell equations and Schrödinger
equations obtained on two different scale meshes. Figure 1 shows some numerical results. (see [4, 3] for more
model calculations.)
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Figure 1: Methane (CH4): Left: induced dipole moment with respect to frequencies; Right: intensity of
induced EM field at z = 0 with lowest eigenfrequency ω ≈ 0.345 (first peak of left figure). Units: a.u.

The proposed formulation reduces the computational cost of the semiclassical approaches greatly by
incorporating the Density Functional Theory and the Time Dependent (Current) Density Functional Theory
to handle the many-body Schrödinger equations. The multiscale scheme handles the different scales of the
EM field and the matter (charged particles) well by allowing communications of the numerical solutions for
the EM field and the density and/or current density from different mesh scales. Numerical examples show
that resonant conditions can be obtained and resonant phenomenon is observed.

Future projects: For the multiscale scheme, the numerical solution of the macro solver does not need
to be very accurate. In practice, we can either choose relatively low accuracy for the macro solver or
dynamically increase the accuracy with respect to iterations for the macro solver starting from very low
accuracy. In this way, the CPU time can be reduced. We will further investigate such a technique in ongoing
projects.

We plan to utilize current approach to study more nanostructures, e.g. the self-assembly of quantum
dots. In DFT and TD(C)DFT, the effective mass approximation will be used to carry out the self-consistent
electronic structure calculation, then the coupled Maxwell-TD(C)DFT approach will be applied to study
the optical property. We will mainly study the size dependence and the dependence of numbers of electrons
for the resonant conditions. Particularly, we will work on the parallel implementation of current approach
as the number of samples (quantum dots) increases. Further applications including the study of periodic
nanostructures will be considered.
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3 Computational High Frequency Wave Propagation

Finding efficient and accurate numerical solutions for the Helmholtz equation,

∇2
r
U +

ω2

v2
U = −δ(r − r0), (2)

with r0 being the source point, ω the frequency, and v(r) the velocity field, is highly desirable in many
important fields, e.g. acoustics, elasticity, electromagnetics, quantum mechanics and geophysics. There are
mainly three classes of methods [13, 14]: (1) direct discretization of the Helmholtz equation and iterative
solutions of the resulting linear system; (2) boundary integral or volumetric integral representations of the
wavefield; and (3) geometrical optics type asymptotic expansions of the wavefield when the frequency is high.

Within the high frequency regime, a direct solver may not be feasible because a discretization that resolves
the wavelength will result in a system that requires huge demand for both storage and computation power;
the boundary integral representation of the wavefield provides an efficient way but mostly only applicable
for cases in homogeneous media because analytical Green function is needed.

3.1 Our approach: work in [27, 30]

We utilize the geometrical optics approach [13]. When the frequency ω is high, one can assume that the
wavefield U has the following geometrical-optics ansatz,

U(r, ω; r0) = A(r; r0)e
iωτ(r;r0) + O(

1

ω
), (3)

where A is the amplitude and τ is the phase function. Substituting (3) into (2), and collecting the terms of

O(
1

ω
), one can find that τ and A, respectively, satisfy the following eikonal equation,

|∇rτ | = s(r), (4)

and the transport equation,

∇rτ · ∇rA +
1

2
A∇2

r
τ = 0, (5)

where s = 1/v is the slowness field. Since both the amplitude A and the phase τ do not depend on frequency
ω, one can first compute the phase function τ efficiently through (4), then the amplitude A through (5), and
finally reconstruct U with the ansatz (3) faithfully in the region before caustics appear.

One of the challenges for solving (4) and (5) is that τ and A have strong upwind source singularities. As
a consequence, any direct first order or high order finite difference solver can only have polluted first order
accuracy and relatively large errors because the error at the source will spread out to the whole space. In
order to compute high order accurate traveltime and amplitude to construct reliable wavefield, we utilize a
factorization approach [16, 27, 30] to resolve the source singularities of the phase function τ and the amplitude
A. For the factorization approach, the traveltime (amplitude) is decomposed into two factors, one of which is
the traveltime (amplitude) corresponding to homogeneous media. Hence it is known analytically and captures
the source singularity, which leaves the other factor smooth at the source. We then apply a high order
WENO based Lax-Friedrichs scheme to compute the other factor, hence reliable traveltime and amplitude
and be obtained to construct wavefield. The wavefield constructed with our approach approximates the true
wavefield faithfully before caustics appear (see [27, 30] for numerical experiments).

3.2 Beyond geometrical optics: work in [28]

When the caustics appear, the geometrical-optics ansatz is no longer valid because the amplitude is un-
bounded [13]. In order to obtain U even when the caustics appear, we propose to incorporate the Huygens
principle into the geometrical-optics approximation. For each point r in an interested observation region Ω,
the field at this point can be constructed through the Huygens-Kirchhoff integral [2, 33],

U(r; r0) =

∫

S

G(r′; r)∇r
′U(r′; r0) · ~n − U(r′; r0)∇r

′G(r′; r) · ~ndS, (6)

where S ∋ r′ is the closed surface enclosing the domain, and G(r′; r) is the Green function satisfying the
Helmholtz equation (2) with point source r. For inhomogeneous media, our geometrical optics approach
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above provides an efficient way to construct the Green function G, hence the Huygens-Kirchhoff integral can
be evaluated.

The high cost of computing the Green function G for all source points r in the observation region
Ω is further resolved by exploring the reciprocal relations for the amplitude A and the traveltime τ , i.e.
A(r′; r) = A(r; r′) and τ(r′; r) = τ(r; r′), hence for the Green function G. Therefore only traveltimes and
amplitudes corresponding to secondary sources on the boundary S are computed. Note that since they are
independent of frequency, they are computed once and stored for reconstruction of wavefield of a band of
high frequencies. Our Huygens principle based geometrical optics approach is the follows,

• The domain is decomposed into subdomains (layers), for each layer, the geometrical optics ansatz is
valid. In some sense, we simulate the Huygens principle for wave propagation.

• For secondary sources on S, computing the tables of traveltime, amplitude and takeoff angle, which is
done on a coarser mesh. These tables are stored (on hard drive) and can be used to construct wavefield
for any high frequencies.

– Given frequency ω, the tables of traveltime, amplitude and takeoff angle are loaded from hard
drive to construct the wavefield. For each table, the data is interpolated onto a finer mesh first,
and then the Huygens-Kirchhoff integral is computed. The tables can be loaded one by one so
that the memory storage is low.

The wavefield constructed with our approach approximates the true wavefield faithfully when caustics appear.
Figure 2 shows some numerical results. (see [27, 30] for more numerical experiments.)
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Figure 2: Wavefield of Waveguide model with frequency ω = 32π. Left: constructed with first arrivals with
geometrical optics; Middle: constructed with combined geometrical optics and Huygens-Kirchhoff integral;
Right: computed by a direct 9-point Helmholtz solver. Solid lines are the lines of secondary sources.

Future projects: Since the tables of traveltime, amplitude and takeoff angle must be precomputed and
stored on hard drive for reconstruction of wavefield. Data compression will be necessary especially in 3-D
cases. Currently, we are working on data compression with Chebyshev polynomial expansions, which will
be good enough for the migration and save storage for the data. More importantly, we are working on fast
evaluation of the Huygens-Kirchhoff integral. The approach we are working on is the fast multidirectional
method which is applicable due to the data compression with Chebyshev polynomial expansions that provides
a low-rank separation of the Green function. Our approach is different. Instead of using multidirections, our
approach will be applied dimension by dimension so that there is no need to use data structure like quadtree
or octree.

Future projects include,

• Geometrical optics approach for Maxwell equations in high frequency regime.

• The combined Huygens principle and geometrical optics approach for reflection, diffraction and scat-
tering problems.

• Inverse problems in geophysics/seismology.

4 Numerical Methods for Hamilton-Jacobi Equations

The Hamilton-Jacobi equation (HJ) with Dirichlet boundary conditions has wide applications on classical
mechanics, geophysics, computer visions, optimal control and etc. Due to the nonlinearity, classical solutions
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do not exist in general. The theory of viscosity solutions introduced by Crandall and Lions [12] has been
applied successfully to study (HJ) both in theory and in practice. Our work mainly focus on monotone upwind
schemes, e.g. the fast sweeping method [40, 8, 47, 37], for efficiently computing the viscosity solutions. The
convergence of the fast sweeping method can be proved either by its monotonicity and consistency [5] or
by proving its equivalence to the Hopf formula [20] as in [32]. The fast convergence is demonstrated by a
contraction property in [32], where a formal error estimate is also given. When there is source singularity,
it is at most O(|h log h|) for both first order and higher order finite difference methods, since the source
singularity is upwind and the error at the source will spread out to the whole space.

4.1 Factored singularity: work in [16, 29]

In order to resolve the source singularities, we propose to use a factorization approach which has much
lower computational burden compared with the adaptive gridding method [36] and does not need to assume
homogeneity around the source, as in e.g. [42, 46, 7].

The factorization approach decomposes the traveltime into two factors,











Multiplicative factors: τ = τ0u,

or

Additive factors: τ = τ0 + u,

(7)

τ0 is the traveltime in homogeneous media, hence it is known analytically and captures the source singularity.
As a result, the other factor u is differentiable at the source and satisfies a factored equation, which can be
easily solved with O(h) accuracy ([16, 29]). Hence the traveltime can be recovered with O(h) accuracy.

4.2 Applications

We have successfully applied the fast sweeping method with the factorization approach to numerically com-
pute continuous traffic congestion equilibria [26], where an adjoint state method is designed for solving the
variational problem modeling the traffic congestion,

(P⋆) inf{J (ξ) : ξ ∈ Lq⋆

, ξ ≥ ξ0}, (8)

with

J (ξ) =

∫

Ω

H⋆(x, ξ(x))dx −

∫

Ω̄×Ω̄

τξ(x, y)dγ(x, y), (9)

where τξ is the geodesic distance with respect to metric ξ, γ models the transportation plan and H⋆(x, ξ)
models the congestion cost. For the adjoint state method, the forward equation and the adjoint state
equation are solved by the fast sweeping method with/without the factorization approach. Figure 3 shows
some numerical results.
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Figure 3: The equilibrium metric of a two-Source two-Destination model with a river running through the
city. A bridge over the river connects the two sides of the city. Left: surf plot; Right: contour plot.

We have also applied the fast sweeping method in computer vision by designing an efficient scheme to
compute the Euclidean skeleton of an object directly from a point cloud representation on an underlying
grid [25]. The main ingredient of the scheme is the closest points information from the boundary, which is
computed with the fast sweeping method efficiently. Figure 4 shows some numerical results.
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Figure 4: The skeleton of a model horse (bottom left) and reconstruction of the horse (bottom right).

Future projects: Currently, we are working on an adjoint state method for the attenuation X-ray
transform, aiming to recover both the source and the attenuation at the same time. The fast sweeping
method is used to solve both the forward and the adjoint state equations.

We plan to apply our method, with or without factorization, to numerical study the X-ray transform
tomography and inverse geodesic X-ray transform (see [35] and reference therein). The fast sweeping method
will be applied to solve the forward equation related to the geodesics, and possibly the Liouville equations
and Fredholm type integral equations involved in the inversion formula.

4.3 Homogenization of Hamilton-Jacobi equations: work in [31]

Lions, Papanicolaou and Varadhan’s work on the following Homogenization problem [24]

(HJ)

{

uǫ
t + H(Duǫ, x

ǫ
) = 0,

uǫ(x, 0) = g(x),
−→ (HJE)

{

ut + H̄(Du) = 0,

u(x, 0) = g(x).
uniformly as ǫ −→ 0, (10)

has raised a lot of interests on computing the effective Hamiltonian H̄(p), e.g., (1) one can compute the
homogenized solution from (HJE) without the need to resolve the small scale ǫ if the x-independent H̄ is
known; and (2) a program has been launched recently to use nonlinear PDEs to investigate some integrable
structures within a dynamical system. And H̄ encodes a lot of dynamical information [15].

Existing algorithms to compute the effective Hamiltonian, for example the small-δ method, the large-T
method [38] and variational method [18], either require the solution of a cell problem for each p or require
an extensive computation. Oberman, Takei and Vladimirsky [34] proposed an idea to approximate H̄ when
the Hamiltonian is convex and homogeneous of degree one in the gradient variable. Their basic idea is to
recover the effective Hamiltonian from a suitable effective equation. The main advantage of this method is
that only one auxiliary equation needs to be solved to approximate the effective Hamiltonian for all p ∈ ❘n.
However, the assumptions on the Hamiltonian H is too restricted to include many other cases.

4.3.1 Our approach

In [31], we propose a new formulation to compute effective Hamiltonians H̄ with the convex kinetic Hamil-
tonian

H(p,x) =
∑

1≤i,j≤n

ai,j(x)pipj + V (x), (11)

and the convective Hamiltonian

H(p,x) =
1

2
|p|2 + b(x) · p.

Our formulation utilizes an observation made by Barron-Jensen [6] about viscosity supersolutions of Hamilton-
Jacobi equations such that the inequality in the definition is in fact an equality when the Hamiltonian is
convex. As a consequence, we can relate the effective Hamiltonian to a suitably chosen effective equation.
The main advantage of our formulation is that only one auxiliary equation needs to be solved in order to
compute the effective Hamiltonian H̄(p) for all p. Both rigorous theoretical and numerical results including
error estimates are presented to verify our formulations. Figure 5 shows some numerical results.
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Figure 5: The computed effective Hamiltonian of a double pendulum model. Left: surf plot; Right: contour
plot.

Future projects: (1), we are working on a proof to show O(ǫ) error estimate for high dimension; (2),
we are working on a fast scheme to solve effective Hamilton-Jacobi equations after H̄ is obtained; and (3), we
plan to extend our method to deal with convex but noncoercive Hamiltonians, for example, the G-equation
Gt+|DG|+b(x)·DG = 0. The convective Hamiltonian H(p, x) = |p|+b(x)·p is convex but not coercive when
the velocity field b is too large. The corresponding effective Hamiltonian has been used in the combustion
theory to model the turbulent flame speed [39].

5 Others

Besides the ongoing and future projects outlined above, once the approaches proposed above are mature, we
plan to study a series inverse problems in electromagnetics and high frequency wave propagation.
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Teaching Statement

Songting Luo ∗

Department of Mathematics

Michigan State University

The goal of teachers in a mathematics class is not just indoctrination, but also teaching

a way of analyzing and thinking. And the students want both knowledge and the ability of

reasoning. Since teachers and students have the same goal, now the question is ”how will a

teacher achieve this goal in a mathematics class?”

In order to let the students absorb what we teach in a class, the first requirement is

a clear lecture. Secondly, how to be interactive between teachers and students is very

important. The atmosphere we create and the effort we make to view mathematics through

students’ eyes should be considered. We may expect the students to discover the joy of

learning mathematics for themselves, but we should be sensitive to their backgrounds and

limitations. Therefore, in a mathematics class, we will not make the lecture either too easy

or too difficult. A too easy lecture will leave them without curiosities, while a too difficult

lecture will make them frustrated. Asking students questions in a class according to such

rules is always a good way to get students involved in our lecture, making them excited and

willing to learn. A lecture should let students feel fun and motivated. For both lower-level

or upper-level courses, instead of just following the textbook and writing down equations or

formulas, we should try to explain the backgrounds or physical meanings of the equations

and formulas. In such a way, the students not only be able to memorize the formulas and

equations, but also can understand them, use them and keep them in mind for a long time.

Outside the classroom, we should be available to students when they have questions or

curiosities about mathematics. Necessary assistance will help students improve a lot.

At the Michigan State University, I have taught Calculus and an advanced course on

Mathematical Finance in last few semesters. For the Calculus course, I gave lectures with

chalks and blackboard, assigned homework assignments after every lecture, took homework-

based quizzes and regular exams. For the course on Mathematical Finance, I followed

the suggestion from the course coordinator, gave lectures with projected slides, assigned

homework assignments after every lecture, and took regular exams. It turned out that

lectures with chalks and blackboard were more effective to attract the students’ attention

and let them involved, mainly because the pace of using chalks and blackboard is similar to

the pace that students assimilate new ideas. Nevertheless, I am trying to find an optimal

way to blend new and old technologies in a classroom.

I am interested in teaching both undergraduate and graduate courses, including differ-

ent levels of Calculus, Linear Algebra, Numerical Linear Algebra, Numerical Differential

Equations, Numerical Analysis and Numerical Partial Differential Equations and so on.

My research background on computational and applied mathematics will be helpful for the

students.

In conclusion, teaching mathematics is not just passing what we have learned or we

know into students’ mind, but also teaching students how to think in a mathematical way.

We should help students improve both their knowledge and ability of analyzing from a

mathematics class in better ways. And I am willing to be this teacher.

∗Department of Mathematics, Michigan State University, East Lansing, MI 48824, USA. Email:

luos@math.msu.edu.

Luo, Songting/Teaching Statement/2011-10-10



 

 
 

Department of 
Mathematics 

 
Michigan State University 

Wells Hall 
East Lansing, MI 48824-

1027 
 

517-353-0844 
Fax: 517-432-1562 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

MSU is an affirmative-action, equal 
opportunity employer

    October 30, 2011 
 
 
 
Dear Colleagues: 
 
It is a great pleasure to recommend Dr. Songting Luo for a tenure-track Assistant 
Professor position. Songting is a dedicated young mathematician with substantial 
research potential. 
 
I have known Songting since he was a graduate student at University of California in 
Irvine. His PhD thesis supervised by Professor Hongkia Zhao on fast and accurate 
numerical solution of the Hamilton-Jacobi equations addressed some key issues for the 
class of important problems with many applications in wave propagation.  In my view, 
the thesis and their subsequent research as well as journal publications [1-9] represent the 
state of the art for the important research area.  
 
After completing his PhD degree in 2009, Songting accepted our very first MCIAM 
postdoc position and has broadened his research scope by collaborating with several of us 
here at MSU.  In fact, as a policy, our Center postdocs are encouraged to talk to all of the 
affiliated faculty members. In particular, Songting has been instrumental in our NSF FRG 
group effort on the modeling, analysis, and computation of nano optics, an emerging area 
in applied math that holds promises for substantial potential impact on nanotechnology 
and biotechnology. Because of the small scale features, the most viable detection or 
measurement method is via optics. Although significant advances have been made in 
experiments of the interactions between light and nano-scaled materials/structures, 
rigorous mathematical modeling presently is completely open. In nano optics modeling, 
the fundamental challenge is the mismatch of the scales. In other words, the model 
problem is not only large scale, but also by default of multi-scale. In order to solve the 
problem, it is essential to develop novel multiscale methods. In addition, the PDE models 
become more complicated since the classical Maxwell equations are not longer adequate 
in the nano scale, which offers significant research opportunities in mathematical analysis 
of PDEs. Due to the significance of the area, I led an effort of a research group consisting 
of researchers from MSU, Stanford, and Lawrence Berkeley National Lab to develop a 
Focused Research Group proposal which was funded by NSF in 2010.  Songting 
participated in the effort from the beginning. Along with my colleague Di Liu and myself, 
Songting begun to investigate the linear optical responses of a nano medium. By 
developing a semi-classical approach, the model problem may be reduced to a coupled 
Maxwell-Schrodinger equation model. Essentially, Maxwell’s equations are used for 
modeling the large scale features; while the small scale features are captured by the 
Schrodinger equations. Computationally, the Density Function Theory (DFT) method, a 
crucial model reduction method, has to be employed for the solving the many body 
Schrodinger equation. Songting has been the main contributor of the project and been 
fully responsible for the computational models and algorithms. The initial research 
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findings [10-11] are very promising which shed some light on this original and significant 
project. In addition to working with Di Liu and myself, Songting has also collaborated 
with my colleagues Jianliang Qian at MSU on topics related to his thesis project. 
 
Through the projects, Songting has clearly demonstrated a well blended set of skills in 
analysis, computation, and his solid background in applied mathematics. His broad 
knowledge in physics is impressive. All of the projects mentioned above are of long term 
nature with significant number of important open problems. Let me also add that 
Songing’s publication record is simply outstanding at this stage of his career. In addition, 
it is highly likely that Songting will continue to produce high quality work in the field. 
 
As the main mentor at MSU, I was also asked to comment on Songting’s teaching 
performance. Since his arrival in 2009, Songting has taught four undergraduate classes in 
calculus and math finance. In fact, I visited his Calculus class a few times during the 
period.  Based on my own observations, Songting really came across as a knowleagable 
teacher who cares about his students. His presentations including those for his conference 
talks are always well organized.  
 
On the personal level, Songting is a pleasant person with a fine sense of humor. 
 
In summary, Songting Luo has demonstrated creativity and originality through his 
research. He is committed to scientific research in applied and computational 
mathematics at the high level and will be a valuable addition to any top 
applied/computational mathematics program.  
 
I enthusiastically support his application. Please feel free to contact me if additional 
information is needed. 
 
 
Sincerely yours, 
 
 

 
 
Gang Bao 
Professor and Director 
Michigan Center for Industrial and Applied Mathematics 
Department of Mathematics 
Michigan State University 
East Lansing, MI 
 
baog@msu.edu 



Reference letter for Songting Luo

Jean-David Benamou ∗

23 novembre 2011

To whom it may concern,

I met Songting Luo during summer 2006 while visiting Professor Hongkai Zhao at
UC Irvine. We then started a research collaboration on a new second order scheme for
the Eikonal equation. The collaboration extended over academic year 2007/2008 and
Songting visited several times Rice University where I was visiting Professor. It has been
a fruitfull collaboration and we published a paper. Songting was very much involved
in this research, in particular he diagnosed and fixed a serious flaw in the first version
of the scheme. At that time he was a PhD student and my work experience with him
was extremely enjoyable. I remember Songting as a very good mathematician with ex-
cellent programming skills. He is rigororous and careful. He picks up new ideas easily but
also brings his own original contributions to the discussion. He definitely is a hard worker.

I took the time to read Songting vita, research statement and several of his last pre-
prints in order to provide a fresh and up to date opinion on his work.

Le me first say that this reading did more than confirm my very good opinion of
Songting. I am impressed by the quantity and the quality of his work at MSU.

He already has seven publications, several in first class journals, and roughly the same
number of papers submitted or preprints. He obviously has been a precious collaborator
at MSU as he cosigned with different people. He also managed to keep his collaboration
with Professor Zhao rolling.

Songting still has a large activity in the Hamilton-Jacobi/ High Frequency wave propa-
gation numerical field but has also expanded his research in several new directions. Most
notably, I think the paper on nano optical response with G. Bao and D. Liu is first class. It
seems that Songting activity has significantly drifted towards multiscale/homogenization
problems (the paper on Effective Hamitonians with HK. Zhao is excellent) and this is
good news as these are important topics and we need good numericians there.

In summary, I strongly support Songting desire to pursue an academic career in ap-
plied mathematics. He is more than ready to get a more stable and independant position.

∗Directeur de Recherche INRIA-Rocquencourt, France. jean-david.benamou@inria.fr
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Letter of Recommendation for Songting Luo

Dear Colleague,

It is my greatest pleasure to write a letter of recommendation for Songting Luo
who has applied for a tenure track position at your university. I know him
very well since he has been a visiting assistant professor in our department and
our Michigan Center for Industrial and Applied Mathematics (MCIAM) since
September 2009. I have an extremely high opinion of Luo’s research achieve-
ments and research potential. His work combines mathematical theory, numeri-
cal analysis, and scientific computing. He is an absolutely first-rate hire for any
department interested in cutting edge modern applied mathematics research
and scientific computing.

His research works involve fast algorithms for nonlinear Hamilton-Jacobi equa-
tions, numerical homogenization for Hamilton-Jacobi equations, computational
Eulerian geometrical optics, and related applications in nano-optics. Hamilton-
Jacobi equation arises in many applications such as geometrical optics, crys-
tal growth, etching, computer vision, obstacle navigation, path planning, pho-
tolithography, and seismology. Next I give a detailed summary of his research
achievements.

First Songting Luo arrived to begin his postdoc training in September 2009 with
a strong mathematical background from the University of California at Irvine
in fast algorithms for Hamilton-Jacobi equation and numerical Homogenization
(see Luo et al 2009; Luo et al 2010; Luo et al 2011; Luo et al 2011). He already
had strong training for developing novel algorithmic ideas combined with the
ability to perform difficult simulations on a suite of complex applications.

In his post doc work with me since September 2009, we have been developing
a new mathematical framework for computing high frequency waves beyond
caustics by utilizing some newly developed fast algorithms for computational
Eulerian geometrical optics. This framework involves combining fast sweeping
methods for eikonal and transport equations with some novel integral identity.
Many new mathematical issues arise due to the extremely high-frequency waves
and caustics-induced multi-scale phenomena that need to be resolved. We al-
ready have three formally accepted papers on these topics and one undergoing
second-round review; of course, two more are already in the pipeline. Because
these works are extremely important for many applications, please allow me to
tell you more about Songting’s works.

Let me start with his paper titled “An Adjoint State Method for Nu-

merical Approximation of Continuous Traffic Congestion Equilibria”

published in Communications in Computational Physics. In this work, Songt-
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ing proposed a novel adjoint state method and designed related fast algorithms
for computing continuous traffic congestion equilibria. In traffic flow for trans-
portation and communication, network equilibrium models are commonly used
for prediction of traffic patterns in transportation and communication networks
that are subject to congestion. In a recent work by G. Carlier, C. Jimenez, and
F. Santambrogio (SIAM J Optimal Control 2008), they introduced a continuous
version of Wardrop’s equilibria, proved the existence of continuous traffic conges-
tion equilibrium by introducing a variational problem analogous to the discrete
convex programming by Beckman et al (1956), and related it to the optimal
transportation problem with congestion. It turns out that such an equilibrium
is linked to a certain metric, and all actually used paths (the continuous version
of routes) must be geodesics for this metric. Moreover, Benmansour et al (Netw.
Heterog. Media 2009) have shown that an equilibrium metric is the solution of
a variational problem involving geodesic distances. To solve this particular
variational problem, Benmansour et al (Numer. Math. 2010) have designed
a subgradient marching method to approximate continuous traffic congestion
equilibria, and this method requires intensive memory and is computationally
inefficient.

Therefore, Songting proposed an adjoint state method to numerically approx-
imate continuous traffic congestion equilibria through the continuous formula-
tion. The method formally derives an adjoint state equation to compute the
gradient descent direction so as to minimize a nonlinear functional involving
the equilibrium metric and the resulting geodesic distances. This gradient is
proved to yield a descent direction, thus the resulting method is convergent.
The geodesic distance needed for the state equation is computed by solving a
factored eikonal equation, and the adjoint state equation is solved by a fast
sweeping method.

Numerical examples demonstrate that the proposed adjoint state method pro-
duces desired equilibrium metrics and outperforms the subgradient marching
method for computing such equilibrium metrics. On a given mesh with N grid
points, for the subgradient marching method, the complexity of the fast march-
ing method for solving the eikonal equation is O(N log N) with the factor log N

as a result of the heap-sorting process; thus the computational cost for updating
the subgradient at each grid point is O(N log N). Since one needs to update the
subgradient at N grid points, the total complexity is O(N2 log N) (Benmansour
et al (Numer. Math. 2010)); the updated metric and the subgradient at each
grid point need to be stored to carry out each iteration; the former requires
O(N) memory space and the latter requires O(N2) memory space; thus, the
total memory requirement is O(N2). For the adjoint state method, the fast
sweeping method for both the factored eikonal equation and the adjoint state
equation is of computational complexity O(N); therefore the total computa-
tional complexity is O(N); the adjoint state and the updated metric need to
be stored to carry out each iteration, and the memory requirement is O(N).
Consequently, our fast-sweeping based adjoint state method is one-order
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faster than the subgradient marching method in terms of computation

and is one-order more efficient than the subgradient marching method
in terms of memory.

In his paper titled “Fast sweeping methods for factored anisotropic

eikonal equations: multiplicative and additive factors” (to appear in
Journal for Scientific Computing), he proposed two novel fast sweeping meth-
ods for anisotropic eikonal equations with point source singularity. The viscosity
solution of static Hamilton-Jacobi equations with a point-source condition has
an upwind singularity at the source, which makes all formally high-order finite-
difference scheme exhibit first-order convergence and relatively large errors. To
obtain designed high-order accuracy, one needs to treat this source singularity
during computation. In this paper, he applies the factorization idea to nu-
merically compute viscosity solutions of anisotropic eikonal equations with a
point-source condition. The idea is to factor the unknown traveltime function
into two functions, either additively or multiplicatively. One of these two func-
tions is specified to capture the source singularity so that the other function is
differentiable in a neighborhood of the source. Then he designed monotone fast
sweeping schemes to solve the resulting factored anisotropic eikonal equation.
The resulting monotone schemes for 2-D and 3-D examples indeed yield clean
first-order convergence rather than polluted first-order convergence and both
factorizations are able to treat the source singularity successfully.

To put this result into a broad viewpoint, let me emphasize that some other

algorithms for anisotropic eikonal equations in the market are very trou-
blesome to implement even in 2-D cases, not even to mention 3-D cases,
while our fast-sweeping based methods can be easily implemented in both

2-D and 3-D cases.

In his paper titled “Factored singularities and high-order Lax-Friedrichs

sweeping schemes for point-source traveltimes and amplitudes” pub-
lished in JCP (2011), he developed novel fast higher-order methods for comput-
ing traveltimes and amplitudes with point-source singularity. In the high fre-
quency regime, the geometrical-optics approximation for the Helmholtz equation
with a point source results in an eikonal equation for traveltime and a trans-
port equation for amplitude. Because the point-source traveltime field has an
upwind singularity at the source point, all formally high-order finite-difference
eikonal solvers exhibit first-order convergence and relatively large errors. In this
paper, he first proposed to factor out the singularities of traveltimes, takeoff an-
gles, and amplitudes, and then he designed high-order Lax-Friedrichs sweeping
schemes for point-source traveltimes, takeoff angles, and amplitudes. These

higher-order traveltimes and amplitudes can be used for construct-

ing high-frequency wave fields for a broad band of frequencies in

both 2-D and 3-D cases. However, there is a catch that the resulting wave
field is only valid before kinks appear in the single-valued traveltime field or
caustics appear in the multivalued traveltime field. After kinks appear in the
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single-valued traveltime field, the traveltime is no longer smooth so that the
traditional geometrical optics ansatz is not valid any more.

Therefore, the challenge is to construct the wavefield in the high frequency
regime beyond kinks in single-valued traveltime fields or caustics in multivalued
traveltime fields. In the recent years, there is a lot of effort to develop multi-
valued eikonal solvers to compute multivalued traveltime field (Symes (1996);
Engquist et al (2002); Osher et al (2002); Sethian et al (2002)); however, those
approaches face the difficulty in constructing the high frequency wavefield itself
because the Keller-Maslov index characterizing the phase shift associated with
caustics is needed for the construction, and this index is hard to compute reli-
ably when the ray structure related to the Hamiltonian system defined by the
eikonal equation in inhomogeneous media is chaotic.

So here is Songting’s remarkable contribution. Based on our work published
in JCP 2011, he came up with a novel idea to go beyond caustics so that we
are able to construct the high frequency wave field without using multivalued
traveltimes explicitly. The new method has the following desired features: (1) it
can automatically take care of caustics and incur no pollution errors; (2) it can
construct Green functions of the Helmholtz equation for arbitrary wave numbers
once a set of local traveltime and amplitude tables are computed. I have showed
some computational results for the well-known Marmousi model to experts in
geophysics, and they just like those figures. We are in the final stage to submit
the paper to a top journal.

In summary, Songting Luo is a very talented, productive and creative modern
applied mathematician working in central areas with large future growth po-
tential involving fast algorithms for Hamilton-Jacobi equations, Eulerian com-
putational geometrical optics for high frequency waves, and their applications.
He already has significant research achievements and much more can be antic-
ipated from him in the future. I rate him in the highest group of post-docs in
the current job market. He will be a fantastic appointment for a tenure track
applied math position at your university and I recommend him without any
reservations!

Sincerely,

Dr. Jianliang Qian
Associate Professor of Mathematics
Department of Mathematics
East Lansing, MI 48823

email: qian@math.msu.edu

phone: 517-353-6334
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October 25, 2011

Recommendation Letter for Songting Luo

I am writing to strongly support Songting Luo’s application to your institute. He is my former Ph.D

student and has been a postdoc at Michigan State University since he graduated in 2009. Songt-

ing is a talented and solid young applied and computational mathematician. As you can see from

his productive research work, he can do both analysis and computation as well as modeling and

applications. He is very hard working and motivated. In his thesis he studied efficient numerical

methods for Hamilton-Jacobi equations, a class of nonlinear hyperbolic partial differential equa-

tion (PDE) which has important applications in geophysics, optimal control, image processing,

computer vision, seismic imaging, etc. I am very satisfied with Songting’s attitude, motivation,

independence and effort in his research. He has made several significant contributions such as

showing a contraction property of the fast sweeping method and its convergence, using factored

eikonal equation to deal with source singularity, studying homogenization of a Hamilton-Jacobi

equations using appropriate effective equation, and a few applications. As you can see this is a

rather long list of achievements for a Ph.D thesis. After he graduated from UC Irvine, he went to

the mathematics department at Michigan State University as a postdoc researcher. I am very happy

to see that he has embarked in several very interesting projects and made significant progress in

them in a relatively short period of two years. In particular their work on nano optical response

using coupled Maxwell-Schrödinger multiscale formulation is very promising. I will leave to other

experts in this field to address this work. Below I will comment on Songting’s work on Hamilton-

Jacobi equation and its applications in more detail.

Hamilton-Jacobi equations is a class of nonlinear hyperbolic PDE. Due to the nonlinearity of these

equations global classical solution does not exist in general. An appropriate definition of weak

solution, the viscosity solution is the right solution in many applications. Due to the nonlinearity of

the PDE and possible singularities in the solution development and analysis of efficient numerical

methods is of great importance.
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Recently several efficient algorithms for solving static convex Hamilton-Jacobi equations, such as

fast marching method (FMM) and fast sweeping method (FSM), have been proposed. Instead of

marching in time they solve the discretized system of nonlinear equations directly according to the

causality of the underlying PDE. Although monotone schemes is an important class of numerical

schemes that guarantee the convergence of the numerical solution to the viscosity solution, upwind

monotone scheme is absolutely crucial for the success of these fast methods. One of Songting’s

work is to study the contraction property of monotone upwind schemes and its implications on

the fast convergence for iterative methods such as FSM. A particular interesting phenomenon is

that the number of iteration may decrease when the mesh is refined which is totally different from

common intuitions for elliptic equations. This is exactly because of the use of upwind scheme with

proper ordering such that each update during the iteration contracts the error. So construction of

upwind monotone scheme for general convex Hamiltonian is of great importance in practice. For

convex Hamilton-Jacobi equations several discrete schemes have been proposed. Songting shows

their equivalence, e.g., optimal control formulation based on Bellman’s dynamical programming

principle (Sethian and Vladimirsky, Bornemann and Rasch) and PDE formulation based on method

of characteristics (Qian, Zhang and Zhao). The combination of these upwind monotone schemes

with fast sweeping strategy provides extremely simple and efficient numerical methods especially

for general convex Hamilton-Jacobi equation when using a fixed stencil may not be easy for Dijk-

stra type algorithms.

Songting, joint with Fomel and me, also developed a fast sweeping method for factored Eikonal

equation. In many applications, such as in geophysics, point source singularity is commonly

present and poses numerical difficulty such as loss of accuracy. Special treatments such as adap-

tive grid may be used to alleviate the problem. The factored Eikonal equation provides a nice and

simple way to desingularize the original Eikonal equation at source point by decomposing the so-

lution of a general Eikonal equation as the product of two factors: the first factor is the solution to

a simple Eikonal equation which has similar type of singularity at the source, the second factor is

a correction which is a smooth function. The factored Eikonal equation is posed on the correction.

Our new method inherits the same efficiency of the fast sweeping method, i.e., a small number

of iterations independent of mesh size, and improves the accuracy of the numerical solution sig-

nificantly. Based on this work we are looking into slowness estimation in geophysics application.

Recently Songting and his collaborators also extended this framework for more general anisotropic

eikonal equations and improve both travel time and amplitude computation.

Another very nice piece of work of Songting, joint with my colleague Yu and me, is on homoge-

nization of Hamilton-Jacobi equation. Although Lions, Papanicolaou and Varadhan’s work more

than twenty years ago give an elegant mathematical characterization of the effective Hamiltonian

by defining a clean cell problem, the cell problem does not convey much constructive or geometric
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information about the homogenized Hamiltonian except in very simple setup. Nor does it provide

much insight on how to numerically compute the homogenized Hamiltonian efficiently and accu-

rately. One reason is because the cell problem has a periodic boundary condition which means

one has to solve a hyperbolic problem on a torus where characteristics have infinite length. So

there is no beginning, i.e., boundary condition, for information to start along characteristics. Ex-

isting algorithms to compute the effective Hamiltonian, for example the small-δ method, or the

large-T method require the solution of a cell problem for each p. In our approach we utilized an

observation made by Barron-Jensen about viscosity supersolutions of Hamilton-Jacobi equations

such that the inequality in the definition is in fact an equality when the Hamiltonian is convex.

As a consequence, we can relate the effective Hamiltonian to a suitably chosen effective equation.

The main advantage of our formulation is that only one auxiliary equation needs to be solved in

order to compute the effective Hamiltonian H(p) for all p. Moreover, the effective equation be-

comes a boundary value problem for which efficient numerical methods such as FMM and FSM

are available. Both rigorous error estimates, convergence and stability results are developed in our

work.

In addition to the above work, Songting has also worked on several other projects at the same time.

With Benamou and me, we developed a compact second order scheme that can be used as a one

sweep postprocessing procedure for any first order scheme. The main advantage is that the scheme

is upwind and compact. The correction utilizes the PDE and has a concrete geometric meaning.

Songting with Guibas and me developed an algorithm to compute Euclidean skeletons of objects

presented by point clouds, which is an important problem for shape recognition/classification in

computer vision. Our algorithm is efficient with robustness to noise. It uses closest point in-

formation which can be computed efficiently on an underlying grid by FSM. Combining closest

point information and distance-ordered-homotopic thinning process we can identify the Euclidean

skeleton.

Finally let me mention one interesting but challenging ongoing project of Songting on numerical

method for Hamilton-Jacobi equations, superconvergence of monotone upwind schemes in numer-

ical gradient. It has been tested that the numerical gradient has a first order accuracy up to shocks

for first order upwind scheme on both rectangular and triangular meshes. This phenomenon has

important implications in many applications such as in geometric optics, computing optimal path,

etc, where gradient information is used. This is a very challenging problem since even the accu-

racy of the numerical solution itself is quite hard to analyze due to nonlinearity and singularity.

However, he is making some nice progress for some simple cases. If there is any progress it would

be quite significant.

In all the above work, Songting has played a vital role. He has strength in both analysis and
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computation. He also picks up new things quickly. I envision him to become a successful and

original researcher in the near future. I recommend him enthusiastically.

Sincerely,

Hongkai Zhao

Professor and Chair
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