Linearization
(Dr. Tom Co, 2020)
Main Result:

Given a nonlinear function f (x4, ..., x,) and a specified point p = (X1, ..., Xno), W€
want a linear approximation around the point p is given by

f(xlr '":xn) = Qo+ al(xl - xlo) + et an(xn - xno) (1)
Then,
*y = f(xlor ---rxno)
af
al =
dx,
(X10s-Xn0)
X102Xn0 (2)
of
Ay = —
axn (X10s+w%n0)
Example:

Given f(T,C) = C - exp(—E,/T) where E,, = 1000 K.
Then, for the specified point (T,, Cy) = (350K, 0.5 g/liter),
ao = f(To, Co) = CO . eXp(_Er/To) = 00287

9 CoE E
a = o = Texp (— l) =2.34x107*
Tl (roc)  To To
of E,
a, = =— = exp (— —) = 0.0574
2 0Cryc0) To
Thus,
£(T,C) ~ 0.0287 -2 (2.34 x 10~* L) (T — 350K)
liter K - liter
g
0574) (¢ - o.
+(0.0574) (C 0.5 liter)



Derivation:

The Taylor series expansion for a multivariable function f (x4, ..., x,) around a specified
point p = (X1, ..., Xn0) is an infinite series given by

flxq, o x) = ag + S1(x4, 0, X)) + S (X, 0o, X)) + -0 (3)
where,
S1(xq, s X)) = ay (X1 — x10) + -+ + A (X — Xpo)
Sy (X1, s Xn) = g1 (X1 = %10)* + @12(%1 — X10) (X2 — Xz0) + -+
+at1n (X1 — X10) (Xn — Xno)
Fap,(Xy — X20)% + @3 (xz — X20) (X3 — x30) + -

+apn (X3 — X20) (X — Xno)

(X, — xno)z
and terms for S, will be a sum of terms of the form: B(x; — x40)%* - (%, — X o)™

where B is a coefficient, 0 < #; < k and Zﬁ;l Y, =k.

When we set (x4, ..., Xp) = (X190, -, Xno) in (3), we note that S;, S,, ... all drop to zero,
leaving only a on the right hand side of the equation. Thus,

f (10, -5 Xno) = g
Next, take the partial derivative of f with respect to x;, then

af aS, 05y

(')xi % (')xi axi
With each term of S, of the form: B(x; — x10)% -+ (%, — Xp0)?™, X; €; = k, the partial
derivative of this term with respect to x; will be zero if £; = 0 or equal to

BLi(xy — x10)%1 -+ (x; — x30)Fi71 o (0 — 2p0) 7

if £; = 1, which also becomes zero once we set (x4, ..., X,) = (X109, .-, Xno). Thus, after
taking the partial derivative and the setting (x4, ..., X,) = (X109, ..., Xn0), We find that

Although the other coefficients in the Taylor series can be found by taking higher order
partial derivatives, we turn ourselves instead to the situation in which (xg, ..., x;,) is
close to point (x19, ..., Xng), i-€. |x; — X;0| < & where § < 1is a small number. The



linearization process then depends on that fact that --- < §3 < §2 < §, which then
allows us to consider dropping the higher order terms in (3), i.e.

f g, e xy) = ag + ag(xg — xq0) + -+ ay (x — X0)

where
ao = f (X105 ) Xno)
and
_9f
%= Oxil,



