Abstract—Restructuring in power systems has introduced new complexities and difficulties in controlling these systems. Therefore, new control strategies should be investigated in operation of power systems. On the other hand, communication infrastructure (CI) is responsible for establishing any control strategy. The purposes of this study are twofold: firstly, to design a communication infrastructure for any given power network with determined measurements; secondly, to compare communication infrastructures for centralized and decentralized control strategies in power grids. The comparison criteria are communication network cost, delay (latency), and reliability. In this study, hybrid state estimation (HSE), as one of the most important wide area measurement systems (WAMS), is opted. Communication infrastructures are designed for two different control strategies; centralized and decentralized (multi-area) HSE. These strategies have been investigated in IEEE 118-bus test network. Some new concepts, that help us to compare any two given communication infrastructures with each other, are introduced. Finally, two designed communication infrastructures for these two strategies are compared with each other. The results show that, although communication infrastructure investments are almost the same in both cases, decentralizing, as a cause of decentralized control strategy, results in improvement of latency and reliability of CI.

Index Terms—Centralized and decentralized control strategies, communication delay and reliability, hybrid state estimation, power system communication infrastructure.

I. INTRODUCTION

Rapid growth in power grids and competitive conditions in restructured power industries cause complexities and difficulties in controlling these systems. As a result, system operators should consider new control strategies. Different strategies exist for controlling power system; two important ones are centralized and decentralized control strategies. The information flow through communication infrastructure among different entities defines the type of system control. Control strategies are determined by locations of acquiring data (which are known as data resources), decision making location (which is known as control center) and the devices by them actions are performed (which are known as controllable devices) [1], [2].

Communication infrastructure (CI) is responsible for data exchange among data resources, control centers, and controllable devices. Consequently, CI is an essential part of wide-area monitoring system (WAMS), wide-area protection system (WAPS), and wide-area control system (WACS) in power systems. These three types of systems have different response-time requirements, various data volume exchanging, and different priorities. Hence, they are characterized by different latency, bandwidth, reliability, and investment [3].

Considering prementioned facts, it can be concluded that to control new competitive electrical infrastructure securely, a CI should be established in the entire system [2], [4]. In addition to necessity of establishing CI in entire system, this infrastructure should have special characteristics such as bandwidth, latency, and reliability for accommodative operation.

This paper, for the first time, investigates two critical communication characteristics; latency and reliability, for centralized and decentralized control strategies in power systems. To carry out this investigation, communication networks with minimum lengths are designed for both cases. These minimum communication networks are considered as communication backbone networks of these systems. To compare CIs in these two systems, new indices have been proposed. Using these indices, centralized and decentralized backbone networks are compared with each other.

This paper is organized as follows. Section II defines power system control; reviews control strategies, control functions, and communication systems in power industries. The problem is defined and formulated in Section III. New indices related to communication latency and reliability are defined. Section IV represents optimization approach and simulation results. Finally, the paper ends with concluding remarks in Section V.

II. POWER SYSTEM CONTROL

Power system control includes the application of control theory and technology, optimization methodologies, and intelligent systems to improve the operation of power systems during normal and abnormal conditions [5]. Generally, a control process can be divided into five actions:

- Action1: Data are acquired from data resources;
- Action2: Measured data are transmitted to control center through “measuring communication system”;
• Action3: Decisions are made with this data and information;
• Action4: Control commands are sent to controllable devices through “controlling communication system”;
• Action5: Transmitted commands are run by controllable devices.

The first action is performed by data resources, which sometimes are known as measuring devices. Phasor measurement units (PMUs), power flow-injection measurement, and voltage magnitude metering devices are some examples of data resources.

The second and fourth actions use CI to exchange data among different entities. Traditionally, CI used for measuring data may be different from CI used for control commands [2]. Nowadays, new communication systems have some new features such that the communication network can be divided into multiple logical networks. Virtual local area networks (VLANs), virtual private networks (VPNs), and multiprotocol label switching (MPLS) are examples of some communication protocols used in power systems.

The next three subsections focus on “control strategies,” which denote the information flow among different actions; “functions of control centers,” which include third action; and “communication system,” which is used by second and fourth actions.

A. Control Strategies

As explained before, we have considered two types of control strategies applied in power systems. The control strategies are characterized by information flow among data resources, control center(s), and controllable devices [2].

In centralized control strategy, all data resources send data to a central control center (CCC). After processing the received data, appropriate decisions are made and related commands are sent back to controllable devices [2]. The information flow for centralized control strategy is illustrated in Fig. 1 [1]. Remote nodes denote data resources and controllable devices.

In decentralized control strategy, on the other hand, the entire system is divided into some multiple areas. Each area has its own control center which is known as an area control center (ACC) [2]. In each area, data resources transmit data to ACC of the area, and ACC processes the acquired data similar to that which CCC does. To control the entire system, ACCs share their information among each other through communication systems. Fig. 2 shows a representation of information flow in three areas for a decentralized control strategy [1].

B. Functions of Control Centers

Control and optimization of power system functions are performed by using some type of software packages referred to as Energy Management System (EMS) [2]. Online state estimation (SE), load flow (LF), optimal power flow (OPF), load forecast (LF), and economical dispatch (ED) are some examples of EMS functions. Both types of control centers, CCC and ACC, execute EMS applications. The simulation time and computational load for these applications depend on power network size and its complexities.

Data provided by data resources are raw data. These raw data, which are transmitted to control center through communication system, cannot be used as input for EMS functions. State estimation is a kind of application extracts creditable data from raw data. These creditable data can be used by other EMS applications in control center. Therefore, SE may be referred the most important application in control center and should be considered as the basis of EMS applications [2]. State estimation, based on types of data resources, can be classified into conventional, PMU based, and hybrid SE. Traditional SEs, using conventional measurements (such as power flow-injections and voltage magnitudes), are known as conventional SEs. In cases in which SEs utilize phasor data, they are referred as PMU-based SEs. Hybrid SEs (HSEs) use data obtained from both conventional and phasor measurements.

C. Communication System

Power grid communication network is similar to humans’ neural networks. As in case of failure or malfunctioning of neural network paralyzed may happen, failure of power grid communication network may cause huge problems in system operation and control. Consequently, especial attention should be paid to communication infrastructure, which is as important as electrical infrastructure itself. These two infrastructures (communication and electrical) have become increasingly interdependent so that in the case of failure for each of them, the other one may also become out of service [2], [4].
New communication systems are designed based on open system interconnection (OSI) layer model. In this architecture, upper layers relay data, assuming that the lower layers work perfectly [6]. In fact, this model is an effective architecture for explanation, design, implementation, standardization, and use of communications networks. The OSI reference model consists of seven layers: physical, data link, network, transport, session, presentation, and application [7].

The first layer of these systems, referred as the physical layer, is a kind of medium that establishes the physical connection between transmitter and receiver. The characteristics of the communication systems will become seriously influenced by the characteristics of its media. As a result, the characteristics of the transmission media play an important role in power grid communication infrastructure. Some main characteristics of a medium are as follows: cost, bandwidth, propagation delay, security, and reliability [7].

In our recent work [7], we have classified power grid transmission media into two main group: dependent and independent ones. Dependent media are part of power network elements, i.e., power line communication (PLC), broadband over power line (BPL), optical power ground wire (OPGW), and all-dielectric self-supporting (ADSS). In contrast, independent media do not depend on the power system and may be of the type available to all users as an open access media (for instance, wireless communication media) or those owned by data service providing companies (such as leased line or dedicated data links).

As dependent media is part of power systems and usually owned by an independent system operator (ISO), it can be co-optimally designed in conjunction with power system planning problems. In other words, dependent media provide the designer with the great opportunity of managing infrastructures interdependency problems.

III. PROBLEM DEFINITION AND FORMULATION

The aims of this study are twofold. Firstly, we have used an optimization method to design the minimum length communication backbone network for any given power grid with determined measurements. Secondly, we have proposed two new indices which can be used for comparing two different approaches of CIs. It should be mentioned that CI is established using a dependent transmission media (OPGW). The comparison criteria in our investigation are cost, latency, and reliability of communication networks.

To carry out this research, IEEE 118-bus test network has been used for our investigation. To consider two different control strategies (centralized and decentralized), this network has been considered in two different cases; considering the whole network as a single area network [8] and considering the network composed of nine interconnected subareas [9]. Then, the optimum CI (CI with the minimum length) has been designed for these two cases. The installed measurements for centralized and decentralized strategies are assumed to be such that the network becomes observable. Therefore, they are chosen to be the same as those in [8] and [9] for centralized and decentralized strategies, respectively. The control center (CC) may be graphically located anywhere in the system. In this research, we have assumed that the centralized CC is not predetermined. Decentralized ACCs are assumed to be at the chosen slack buses of different areas.

As described before, power grid communication infrastructure planning can be applied as an optimization problem. HSE data resources, which are distributed at system buses, are taken as key nodes. The links between nodes are considered to be weighted. The length of each transmission line is considered as the weight for that link.

Since SE is a basis EMS application and provides creditable information for other applications, the infrastructure which is connecting SE data resources to CC can be assumed as the communication backbone network (known as “high level networks”). Other networks, which are referred as “low level networks,” can be connected to this backbone, if necessary. Breaking the entire network into high level and low level networks is a cost-effective structure for large communication networks [10].

The Minimum Spanning Tree (MST) problem is one of the well-known optimization issues used for designing backbone (high level) networks [10], [11]. MST tries to find a minimum tree network, which connects all the nodes as a communication network, and such that the sum of weighted lengths is minimized.

In our approach, the first step is to find MST as a communication backbone for both centralized and decentralized strategies. The next step is to compare major critical parameters of these two backbone networks including latency, reliability, and cost. To perform this comparison, two indices; NoR and LoM, have been defined and assigned to each node. NoR (number of routers) is a number of nodes between considered node and control center and also known as “network hops”. LoM (length of media) represents the length of media between considered node and control center. The next two subsections explain the relation between these indices and two critical network parameters (latency and reliability).

A. Latency Calculation

The total signal latency may be represented as [12]

$$T = T_s + T_b + T_p + T_r$$

(1)

where $T_s$ is the serial delay, $T_b$ is the between packet delay, $T_p$ is the propagation delay, and $T_r$ is the routing delay.

Dividing the length of transmission media by the velocity of transmission media, propagation delay can be calculated as

$$T_p = \frac{\text{LoM}}{v}$$

(2)

where LoM is the length of the media and $v$ is the velocity at which the data are sent through it (e.g., 0.6 $c$ to $c$, where $c$ is the speed of light).

In [12], the path from a node to the CC is traced and all of the routing delays are added up. Hence, the total routing delay for a node can be represented as follows:

$$T_r = \sum_{i=1}^{N_{\text{R}}} T_{p_i}^{2\text{h Router}}$$

(3)
To simplify latency calculation, we assume that the $T_s$ and $T_h$ are constant. We also assume that all routers have the same latency value. Therefore, (1) can be developed as follows:

$$T = \text{Const} + \frac{\text{LoM}}{v} + \text{NoR} \times T_{\text{Router}}$$  \hfill (4)

From (4), it can easily be concluded that latency will increase if LoM and NoR increase.

B. Reliability Calculation

Due to special characteristics of spanning tree network; calculation of its reliability is easier than those for other networks [13]. Due to the fact that only one path exists between any node and the control center; a node will be in service if and only if all links and nodes of this path work properly. As a result, we can assume that all components are series; therefore,

$$R_{\text{node}} = \prod_{i=1}^{\text{NoR}} R_{i}^{\text{th, Router}} \times \prod_{j=1}^{\text{NoL}} R_{j}^{\text{th, Link}}$$  \hfill (5)

where $R_{\text{node}}$ is reliability of considered node; $R_{i}^{\text{th, Router}}$ is reliability of $i^{\text{th}}$ node in the path between the node and the control center; $R_{j}^{\text{th, Link}}$ is reliability of $j^{\text{th}}$ link in this path, and NoL is the number of links in the path.

For simplification of calculations, we assume that reliability values for all routers are the same. We also assume that the links between node and CC are jointed and its length is LoM. Thus, the (5) can be summarized as follows:

$$R_{\text{node}} = R_{\text{NoR}}^{\text{NoR}} \times R_{\text{LoM}}$$  \hfill (6)

where $R_{\text{Router}}$ is router reliability and $R_{\text{LoM}}$ is reliability of jointed link.

For the purposes of illustration, we assume that the failure of an OPGW link only depends on its length [14]. Hence, the reliability of an OPGW link will reduce if its length increases. $R_{\text{Router}}$ is less than one. Therefore, if $R_{\text{Router}}$ is multiplied by itself NoR times, it will become smaller. Consequently, any increase in NoR or LoM values of a node results in decreasing the reliability of the node.

C. Cost Calculation

Communication network cost is mainly composed of the sum of two major costs including the cost of active devices and the cost of passive components. Equation (7) represents the total cost of communication network.

$$\text{Cost}_{\text{total}} = \text{Cost}_{\text{passive}} + \text{Cost}_{\text{active}}$$  \hfill (7)

where Cost$_{\text{passive}}$ is cost of passive components and Cost$_{\text{active}}$ is cost of active devices.

The cost of active devices mainly depends on the number of network switches and routers which are installed at backbone nodes. On the other hand, in fiber optic networks, price of passive components mainly depends on media length. As a result, Cost$_{\text{passive}}$ and Cost$_{\text{active}}$ correspond directly to the “total length of backbone network” and the “number of backbone nodes,” respectively.

IV. OPTIMIZATION APPROACH AND SIMULATION RESULTS

As explained before, a minimum spanning tree network must be designed such that all SE data resources can communicate with control center through this backbone network. This as an optimization problem should be solved using one of the optimization techniques. To perform this optimization, genetic algorithm (GA), which is one of the most useful offline searching methods, is chosen [10], [11]. IEEE 118-bus test network without any conventional communications has been used for our studies. To develop the optimization problem, two matrices including adjacency matrix (connection matrix) and distance matrix should be defined. The adjacency matrix is a matrix whose elements all are equal to zero or one. The element in the $i^{\text{th}}$ row and the $j^{\text{th}}$ column of the matrix is 1 if there is a direct connection between buses $i$ and $j$ and will be equal to zero if those buses are not directly connected to each other. The diagonal elements are equal to zero. The distance matrix is similar to adjacency matrix in which any of its elements represents the distance (length of transmission line connecting two buses) between two buses. Any element in the $i^{\text{th}}$ row and the $j^{\text{th}}$ column of the matrix equals zero if there is no transmission line between buses $i$ and $j$. The diagonal elements, as the distance between any bus and itself, are equal to zero. To normalize LoM values, the largest element of distance matrix, representing the longest transmission line, is determined. Then, all other elements are divided by this maximal. As a result, the values of all elements of distance matrix are smaller or equal to one. Finally, using GA optimization technique, the communication infrastructures for two different cases, including; centralized and decentralized control strategies, have been designed.

A. Centralized Case

In this case, to design the communication infrastructure for the network, first, we find the minimum spanning tree for installed metering devices. In our study, the same as [8], metering devices include 114 power flow measurements, 39 power injection measurements, and 13 PMUs. Then, after finding backbone network, the location of control center should be selected. The method proposed by Cahit et al., in [15], is adopted for finding CC. By using this method, buses 68 and 69 are candidate locations for control center. Therefore, the links and control center (assumed to be at bus 68) of backbone network are determined. Then, NoR and LoM indices can easily be calculated for each CI node. The Breadth-First-Search (BFS) algorithm is used for estimating NoR and LoM [16]. BFS traverse a graph by visiting all the nodes connected directly to a starting node (control center node in this case). These indices will be used to compare the reliability and latency of centralized control strategy with decentralized one.

B. Decentralized Case

In this case, we assume that the location of control center in each area is a priori determined (assumed to be at the slack bus of the area which is a PMU enabled bus). The entire system is divided into 9 areas. The system is assumed to have a total of 9 voltage magnitude measurements, 187 pairs of power flows, 59 pairs of power injections, and 9 synchronized phasor measurements (which are installed in ACC) [9].
First, GA optimization algorithm has been used for finding MST in each area. Due to reduction of sizes of areas, the sum of computation time for finding 9 MSTs, of these 9 areas, is smaller than that for centralized case. BFS has been used to estimate NoR and LoM values. The next step is finding interarea connections. To carry out this step, we assume that each area is a single node and these nodes are connected to one another through boundary buses; which belong to backbone networks of the areas. The links between two areas may be more than one; hence, none bit genes should be used for representing area connections. Then, to collect data of areas and to estimate states of the entire system, a CCC is selected for the entire network. This is done using the method represented in [15]. The ACC in any area may be selected as the CCC. Using the algorithm for finding CCC, ACC of area 3 and 6 will be best candidates for CCC. Finally, having nine MSTs of the 9 areas (obtained in the first step) together with interarea connections (obtained in the second step), the infrastructure plan for the entire system can be concluded.

### C. Simulation Results

Table I shows the results of communication infrastructure planning derived from optimization.

The columns "No. of Buses," "No. of Measurement," and "Loc. of C.C." represent number of bus in the area, number of measurements installed in the area and the location of control center in the discussed area, respectively. Three next columns denote area backbone network characteristics. To connect all measurements to backbone network, OPGW media will cover some intermediate nodes without any measurement. Therefore, the total number of nodes in MST will be different from the total number of measurements in the network. As a result, the number of routers in the backbone (also known as active devices) will be more than the number of measurement devices. The last column in Table I illustrates the coverage percentage of transmission media (relative media length to total length of transmission lines), also known as passive parts of communication system.

#### Table I

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Area No.</th>
<th>No. of Buses</th>
<th>No. of Measurement</th>
<th>Loc. of C.C.</th>
<th>No. of MST Nodes</th>
<th>No. of MST Links</th>
<th>Coverage (Percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>Entire Net.</td>
<td>118</td>
<td>98</td>
<td>68</td>
<td>110</td>
<td>109</td>
<td>47.01</td>
</tr>
<tr>
<td></td>
<td>Area 1</td>
<td>13</td>
<td>11</td>
<td>3</td>
<td>11</td>
<td>10</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>Area 2</td>
<td>13</td>
<td>13</td>
<td>18</td>
<td>13</td>
<td>12</td>
<td>6.85</td>
</tr>
<tr>
<td></td>
<td>Area 3</td>
<td>12</td>
<td>10</td>
<td>35</td>
<td>11</td>
<td>10</td>
<td>5.31</td>
</tr>
<tr>
<td></td>
<td>Area 4</td>
<td>14</td>
<td>11</td>
<td>27</td>
<td>13</td>
<td>12</td>
<td>5.48</td>
</tr>
<tr>
<td></td>
<td>Area 5</td>
<td>13</td>
<td>11</td>
<td>76</td>
<td>12</td>
<td>11</td>
<td>4.55</td>
</tr>
<tr>
<td></td>
<td>Area 6</td>
<td>13</td>
<td>12</td>
<td>47</td>
<td>12</td>
<td>11</td>
<td>4.59</td>
</tr>
<tr>
<td></td>
<td>Area 7</td>
<td>13</td>
<td>9</td>
<td>103</td>
<td>9</td>
<td>8</td>
<td>3.56</td>
</tr>
<tr>
<td></td>
<td>Area 8</td>
<td>14</td>
<td>13</td>
<td>93</td>
<td>14</td>
<td>13</td>
<td>6.28</td>
</tr>
<tr>
<td></td>
<td>Area 9</td>
<td>13</td>
<td>11</td>
<td>55</td>
<td>13</td>
<td>12</td>
<td>4.44</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>118</td>
<td>105</td>
<td>47</td>
<td>108</td>
<td>107</td>
<td>45.13</td>
</tr>
</tbody>
</table>

### D. Cost Comparison

A careful study of “Entire Net.” rows in Table I illustrates that the number of MST nodes and length of MST (Coverage column) in centralized and decentralized cases are almost equal. According to (7), this means that the costs of centralized and decentralized communication network are almost equal.

### E. Latency and Reliability Comparison

As explained before, NoR and LoM indices can be used as useful measures for comparing the latency and reliability of different communication infrastructures. To perform an analytic comparison between CIs of centralized and decentralized control strategies, normal distribution functions of these two indices are obtained based on their distribution histograms (Fig. 3). Then, using these functions, variances and mean values of these indices are calculated. Table II shows variances and mean values of NoR and LoM.

#### Table II

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Value</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centralized</td>
<td>NoR</td>
<td>5.88073</td>
<td>6.4949</td>
</tr>
<tr>
<td></td>
<td>LoM</td>
<td>1.01081</td>
<td>0.340116</td>
</tr>
<tr>
<td>Decentralized</td>
<td>NoR</td>
<td>2.3211</td>
<td>1.27557</td>
</tr>
<tr>
<td></td>
<td>LoM</td>
<td>0.586628</td>
<td>0.145168</td>
</tr>
</tbody>
</table>
length of longest transmission line. On the other hand, for decentralized communication network, the length of transmission media is almost equal to sixty percent of its length for centralized case. Consequently, communication network in case of decentralized control strategy, as compared with communication network in case of centralized control strategy, can be considered a suitable method for improving network latency and reliability.

From Table II, it can also be seen that variances of NoR and LoM in centralized network are larger than those in decentralized one. Therefore, it can be easily concluded that latency variations in communication network for central control strategy is higher than that of decentralized one. This may similarly be concluded for reliabilities variations.

V. CONCLUSION

To control new competitive power industries securely, new control strategies should be used by system operators. Control strategy can be recognized by information flow among different entities in the system. In power systems, the communication infrastructure is responsible for information exchanging. Therefore, special attention should be paid to the design of communication infrastructure.

Our study confirms that while the investment for communication infrastructure of power systems in centralized and decentralized control strategies are almost the same, communication latency in centralized case is higher than that in decentralized one. Furthermore, the reliability of communication network is improved by decentralizing infrastructure.

Simulation results confirm that, on the average, the number of “networks hops” in centralized infrastructure is three times bigger than that in decentralized one. Alternatively, the path between a node and control center in decentralized infrastructure is 60% of centralized one.

It is shown that, while the cost of communication network for decentralized control strategy is almost equal to the cost of communication network for centralized control strategy, the communication latency and reliability have been greatly improved in decentralized case.
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